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1 Executive summary

This report documents the research performed under ONR Grant Num-
ber N00014-02-1-0115 entitled Non-Rayleigh Reverberation Studies. The
primary focus of the research was on developing a statistical model for
non-Rayleigh reverberation that allowed for analysis of the reverberation
statistics, and therefore the sonar system probability of false alarm, as a
function of sonar system and environmental parameters. Non-Rayleigh re-
verberation is a statistical representation of clutter in active sonar systems.
False alarms arising from clutter are recognized as the primary hindrance
to automating the detection-classification-localization (DCL) sonar signal
processing chain for low- and mid-frequency systems operating in shallow
water environments,

The most significant accomplishment was a novel derivation of the well
known K distribution using a finite number of scatterers as opposed to the
traditionally assumed infinite (negative binomial distributed) number. This
derivation allowed linking the shape parameter of the K distribution to sonar
parameters such as transmit waveform bandwidth and array beamwidth as
well as environmental parameters such as scatterer density and multipath
propagation. Other accomplishments include modeling broadband active
sonar detection performance in K-distributed reverberation, developing an
efficient simulation method for K-distributed reverberation accounting for

20041119 071




the effects of propagation and spectral shaping, extending the finite-number-
of-scatterers K -distribution model to account for multipath propagation and
conventional (fixed weight) array processing.

This research resulted in five published conference papers and four pub-
lished journal articles, all of which are included in the final section of this

report.

2 Long term goals

The long-term goals of this project begin with understanding the rela-
tionship between the statistical distribution of the reverberation induced
matched filter envelope and the sonar system parameters and propagation
and scattering properties of the ocean environment. With this understand-
ing it will be possible to develop and analyze signal processing algorithms
that appropriately account for non-Rayleigh reverberation. Such algorithms
and analysis are imperative for the successful incorporation of broadband
sonar into fleet systems and can provide more accurate modeling for sonar
system performance prediction, simulation, and design optimization.

3 Novel derivation of K -distributed reverberation

This derivation of the K distribution starts with a finite number of expo-
nentially distributed scatterers within an active sonar resolution cell. Under
simple propagation conditions, the shape parameter of the K distribution
is shown to be proportional to the number of these scatterers within the
resolution cell, a number proportional to the sonar beamwidth, the range,
the cosine of the grazing angle, and inversely proportional to the transmit
waveform bandwidth.

The theoretical model is compared with real data to validate the beamwidth
and bandwidth assumptions. The latter turns out to hold only for low band-
widths, with the inverse proportionality leveling and changing to an increase
owing to an over-resolution of fundamental scattering elements (e.g., rocks,
exposed ridges, mud volcanoes, or ship wrecks).

These results are documented in [1, 2, 3, 4].




4 Analysis of detection performance in K-distributed
reverberation

Using the model described in the previous section, the probability of detec-
tion was determined for a broadband transmit waveform in the presence of
K-distributed reverberation. It was observed that increasing bandwidth al-
ways improved probability of detection; however, it was most effective when
the reverberation was nearly Rayleigh (i.e., a large K-distribution shape pa-
rameter). This echoes the previous results of the author (performed under
a previous ONR contract) published in [5] which did not take into account
the effects of the spreading of the target echo as bandwidth increases.
These results are documented in [6].

5 Simulation of non-Rayeleigh reverberation

Reverberation simulators began by generating individual scatterers and prop-
agating acoustic rays from the source to each scatterer and then on to the
receiver. Although this method provided detailed control over the scatter-
ing statistics and the ability to simulate reverberation from high bandwidth
transmit waveforms, it is obviously extremely computationally intensive.
Thus, reverberation simulation nearly entirely moved into methods that
assume that the reverberation envelope statistics are Rayleigh, requiring
only the computation of the reverberation power and any potential correla-
tions between beams. An alternative method was developed that essentially
bridges the gap between these two extremes. In this method, reverberation is
simulated after matched filtering and beamforming using the K distribution.
Multipath propagation was included by applying a finite-impulse-response
filter to direct-path-only reverberation and the spectrum was shaped to ac-
count for Doppler scales and the transmit waveform spectrum. Approximate
random number generation techniques were developed for the K distribu-
tion that are computationally less intensive than direct generation, allowing
for a quicker implementation.
These results are documented in [7].

6 Modeling the effects of propagation and array
processing

The finite-number-of-scatterers K distribution model was developed under
the assumption of direct-path-only propagation and ideal spatial filtering.



The model was then extended to account for multipath propagation where
it was seen that, compared with direct-path-only propagation, multipath
propagation has the effect of making reverberation more Rayleigh-like. It
was also observed that increasing the vertical aperture of the sonar source
or receiver has the effect of making the reverberation more non-Rayleigh by
decreasing the number of contributing paths at higher angles compared with
an omni-directional source or receiver. :

The model was similarly extended to account for conventional (fixed
weight) array processing (i.e., conventional beamforming - CBF) where it
was seen that the shape parameter was better approximated as proportional
to the 6-dB array beamwidth than the 3-dB array beamwidth. Narrowband
simplifications were also derived along with a rule of thumb for their region
of validity—these will be invaluable in statistical data analysis dictating the
maximum bandwidth that should be analyzed under the narrowband model
assumptions. Broadband and narrowband signal simulation methods for
array data were also derived.

These results are documented in [8, 9, 10].
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Local hydrodynamic or biological influences often produce seafloors in shallow water
that consist of differing types of material. The scattering properties from the components
of these kinds of seafloors may have a complicated relationship in terms of their
frequency dependence and/or angular response. Consequently, this relationship directly
influences the angular and frequency response of the scattered envelope distributions.
The probability distribution function (PDF) for a scattering scenario such as this is not
easy to obtain analytically. However, a recently developed model for a patchy seafloor
with a single dominating component [1] allows for numerical analysis of the envelope
PDF for more complicated seafloors through the use of Hankel transforms of the joint
characteristic function (JCF) of the complex envelope. The JCF is straightforward to
construct for complicated patchy seafloors. In this study, a direct link between
environmental parameters and the envelope distributions of backscatter is developed.
The influence of the relative scattering properties of the seafloor patches on the
scattered envelope statistics will be examined in detail.

1 Introduction

The envelope distribution resulting from roughness scattering from a seafloor with
uniform properties is expected to be Rayleigh as the central limit theorem holds resulting
in Gaussian reverberation. Local hydrodynamic or biological influences, however, often
produce seafloors in shallow water that consist of several different types of material.
Seagrass and shellfish are examples of scatterers that often do not exist uniformly on the
seabed but are distributed in patches of varying density. Examples of heterogeneous
seafloors are shown in the photographs displayed in Fig. 1. Patchiness in the scattering
properties commonly found in shallow water suggests that the Rayleigh distribution
model might not always be appropriate, especially when the area ensonified by the
transmit and receive beams is not large enough to encompass enough of the patches of
differing scattering strength. The acoustic expression of non-uniform seafloors manifests
itself in the form of non-Rayleigh or heavy tailed envelope distribution functions and is
termed clutter. Clutter affects the detection of targets in acoustic imagery by increasing
the probability of false alarm. In this respect clutter is at least as important, if not more
important, a problem to object detection than mean scattered levels in shallow water. To
ameliorate the effect of clutter through adaptive systems or signal processing algorithms
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212 AP.LYONSET AL.
it will first be necessary to understand the properties and causes of non-Rayleigh
scattered envelope statistics at high frequency.

Figure 1. Examples of heterogeneous seafloors: clockwise from top left gravel, shell, rocks,
Posidonia oceanica seagrass. :

The statistical character of reverberation is a function of the sonar system parameters
of beamwidth, bandwidth and frequency and environmental properties such as the
number, size distribution, and scattering strength of patches. The relationship between
the scattering strength of the patches and that of the surrounding seafloor can be a
function of frequency and grazing angle and so directly influences the angular and
frequency response of the scattered envelope distributions. In order to improve predictive
capabilities for high-frequency acoustic systems operating in shallow water areas that
have spatially heterogeneous seafloors it is imperative to link the scattered envelope
distributions to seafloor scattering models. Unfortunately, there are very few physics-
based models that link a description of the environment and sonar system to the
probability density function of the clutter induced matched filter envelope output.
Additionally, these models, which assume an infinite number of scatterers [2], do not
retain the pertinent description of the environment that would allow prediction of how the
envelope PDF changes as a function of sonar system parameters or is affected by varying
environmental scattering mechanisms. A recently developed model for a seafloor
consisting of a finite number of scattering patches [1] allows for numerical analysis of the
envelope PDF for more complicated seafloors through the use of Hankel transforms of
the joint characteristic function (JCF) of the complex envelope. The JCF is
straightforward to construct for complicated patchy seafloors allowing a direct link
between environmental parameters and the envelope distributions of backscatter to be
developed. Using these concepts, the influence of the relative scattering properties of the
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seafloor patches on the angular and frequency response of the scattered envelope
statistics will be examined in detail for several example scenarios in this paper.

2 Statistical model for scattering patches on a Gaussian background

Abraham and Lyons have recently developed a theoretical model for scattered envelope
distributions resulting from interface scattering from a seafloor comprised of patches [1].
Diffuse scattering from the interface produces a Gaussian distributed return from each
patch by virtue of the central limit theorem, with power proportional to the patch area and
backscattering coefficient. Now assume that there are n such patches within a resolution
cell of the sonar system. The clutter component of the complex envelope of the received
signal in this resolution cell (i.e., after beamforming and matched filtering) may then be
represented as

R=3\47, M

where A, is the area of the i patch and Z, is a zero-mean, complex, Gaussian random
variable with variance ¢*. In the model of Abraham and Lyons it was assumed that the
patches dominated the background scattering and were characterized as having an
exponentially distributed area

E'h

2

€

4~ f(a)=

® |-

where 4 is the average patch area. Assuming that 4, and Z; are independent of each other
and the responses of the other patches, the JCF of R is shown to be [1]

1

[H%,uol(wzatyl)]n ”

@K(co,y)=

This turns out to be of the same form as that for the JCF of the K-distribution [1] with
shape parameter a = n, the number of patches in a resolution cell, and scale parameter
A= ud?, the average area of each patch times the backscattered power per unit area of
each patch. The resultant sum is non-Gaussian owing to the random power of each
component even though each patch produces a Gaussian response.

Using the equivalence of the matched filter envelope for scattering from patches
(with no contribution from background scattering) to a K-distribution, the complex
envelope in the case including background scattering can be described in a manner
analogous to adding a Gaussian target to K-distributed reverberation [3]. The complex
envelope of the reverberation is now written as the sum of the contribution of the
scattering patches and of the Gaussian background
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R=Z,+)J42, . ‘ @
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The background seafloor scattering (Z) can be thought of being composed of a multitude
of scatterers and is therefore complex Gaussian distributed with zero mean owing to the
central limit theorem. The CDF for the combined patch and background-scattered
envelope can be found by using the JCF of the complex envelope [3]. The advantage of
using JCFs is that the JCF of the combined patch plus background scattering is the
product of the individual JCFs. The JCF for the patch scattering is given by Eq. (3) and
the JCF for the Gaussian background with power 4, would be
L,
O, (a)=e * )

and the JCF, @,, for the combined background reverberation plus patch scattering, would

be the product of @ given by Eq. (3) and &5 given by Eq. (5). The cumulative
distribution function (CDF) can be obtained from the JCF via a Hankel transform of

order one,
1
F(»)y=rH, {J},—;an (xZ)} ©)

A useful indicator of the non-Rayleigh behavior of scattering is the scintillation index
given by

Q)

2
0’,z=#2 zrul

H

where £ and y4, are the first and second moments of ¥'= IR?. Assuming that the form of
the complex matched filter is described by Eq. (4), the first and second moments can
easily be derived (b.d.) as i1, = 4y + @d and g, = 2442 + 202? yielding the scintillation
index

2
_l‘i'l___z. ®)
(% +ad) »

Experimentally determined values of high frequency reverberation scintillation index
from Lyons and Abraham [4] will be compared later to predicted values.

o =1+

3 Seafloor patch scattering models

The backscattered signal from a sonar resolution cell may consist of contributions from a
number of surface features or patches. These include surface scattering from a variety of
bare sediment types, such as sands or gravels, and volume scattering from various types
of vegetation or shell distributions of varying density. In this section, backscattering
coefficient models will be described for the individual components of scattering: rough
sand or gravel with homogeneous roughness and impedance properties and dense,
homogeneous shell distributions or Posidonia oceanica seagrass patches. We are
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interested in effects of the relative scattering from the different patches over the whole
angular range for backscatter for frequencies from 10-100 kHz.

The model used in this study for scattering from a rough sand interface is a
combination of a perturbation approximation surface scattering model for low grazing
angle regimes and a Kirchhoff approximation for steep angles (i.e., near = 90°). As the
models and the assumptions used in their derivation are discussed in Lyons, et al. [5], we
will give only a brief description of the required model inputs here. The surface
scattering model requires the statistical properties of the seafloor roughness, which is
assumed to exhibit power-law spectra with isotropic statistics:

W(K)=TK"* )

where K is a 2-D wavenumber vector with magnitude equal to the wavenumber K, T is
the spectral strength, and ¢ is the spectral exponent. The acoustic properties of density
ratio, compressional velocity ration are also required for the interface scattering model as
is the compressional loss parameter, which is related to the attenuation coefficient. This
model will also be used for scattering from a gravel interface.

The model used to estimate scattering from a shell-covered seafloor is essentially
that described in Stanton [6]. The scattering coefficient as a function of grazing angle for
this model is given by

5.(6)= F(EE-;—) sin’ @ 10)

where R, is the reflection coefficient andR?, = (pc — 1)/ pc +1), where p and ¢ are the
mass density and sound speed of the shell material, respectively, normalized by the
corresponding quantities for the surrounding water. F is the packing factor and is equal
to the fraction of the seafloor covered by shells. The angular dependence of seafloor
scattering for shell-covered areas is included via Lambert’s law in the model. High-
frequency scattering data from a shell-covered seafloor presented in Lyons and Abraham
[4] support the typical sin’@ dependence predicted by the model. The scattering
coefficient for the shell-covered seafloor scattering model is frequency independent as
long as the packing factor remains constant.

Due to a lack of understanding of the exact mechanisms causing scatter, backscatter
from Posidonia oceanica seagrass will be estimated using a simple empirical model
instead of a physical model, which is given by the expression:

55(6)=ysin@ (11)

where w is the strength of the return at normal incidence. Implicit in this model is the
assumption of uniform scatter in all directions. While this model is unrealistic for
surfaces, it is often used for volume scattering from fish or bubbles (a probable
mechanism for scattering from seagrasses). We also assume that the scattered level is
independent of frequency. Evidence for the frequency independence of backscattering
from Posidonia oceanica over the range of 20-100 kHz as well as the sinfdependence
can be found in Lyons and Pouliquen [7].
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4 Results and discussion

Scattering strength calculations based on the individual scattering models presented
above are presented in Fig. 2. Parameters from Stanic et al. {8] are used as inputs to
model sand interface scattering and from Stanic, et al. [9] for gravel interface scattering
with the values of spectral strength and spectral exponent changed to 0.015 and 3.0
respectively (a statistically rougher seafloor than in reference [9]). The parameter y was
set to 0.01 in the seagrass scattering model to match data presented in Lyons and
Pouliquen [7] while the parameter combination FERfZ/Mtwas set to 0.03 in the shell-
covered seafloor model to match data presented in Lyons and Abraham [4].
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Figure 2. Top: Predictions of 80 kHz scattering strength for sand (diamonds), shell-covered

(dash-dot line), gravel (solid line), and seagrass-covered (dashed line) seafloors. Bottom:

Differences in scattering strength versus grazing angle and frequency between sand and: seagrass-

covered (left), shell-covered (middle), and gravel (right) seafloors. Larger values are lighter on

these plots and contour lines of 3, 6 and 9 dB are also shown.

For the examples used in the present study, the resolution cell consists of a
combination of only two of the four possible surface types. In the following examples a
sand bottom was chosen to be the scattering patch type. The bottom panels of Fig. 2
show the difference between predictions for sand scattering and each of the three other
seafloor types. It is apparent that the seafloor appears acoustically patchy, i.e., has
scattering from the patches that is significantly above the background, near normal
incidence. Experimentally determined scintillation index values from 80 kHz scattering
data for several non-homogeneous seafloors were presented in Lyons and Abraham [4] as
a function of area. Figure 3 shows these values replotted as a function of grazing angle.
The data show non-Rayleigh behavior near normal incidence (values greater than one are
indicative of a non-Rayleigh envelope distribution). Scintillation index estimated using
the predicted scattering strengths, the number of patches (a function of the ensonified
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area) at normal incidence equal to 2, and a patch to background area ratio of 1:4 are
shown in Fig. 4. The angular dependence of scintillation index predicted using realistic
parameter values is seen to agree well with experimental values.
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Figure 3. Experirﬁental values of scintillation index versus grazing angle from [4].
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Figure 4. Top: Predictions of 80 kHz scintillation index versus grazing angle for sand patches on:
shell-covered (dash-dot line), gravel (solid line), and seagrass-covered (dashed line) seafloors.
Bottom: Scintillation index versus grazing angle and frequency for sand patches on: seagrass-
covered (left), shell-covered (middle), and gravel (right) seafloors. Larger values are lighter on
these plots and contour lines of 1.1, 1.5 and 2 are also shown.

5 Conclusions

In this paper a predictive model for the statistical distribution of clutter resulting from
scattering from two different contributing seafloor types within the same resolution cell
has been developed. The seafloors were modeled as being comprised of a finite number
of homogeneous exponentially sized scattering patches (in contrast to the more traditional
asymptotic derivation of the K-distribution) on a background (the area around the
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scattering patches) that was assumed to produce a Gaussian scattered return.
Comparisons of scintillation index predictions made using the developed model and
realistic input parameters for several example seafloor descriptions were compared with
scintillation index estimated from high-frequency acoustic scattering data. The predicted
scintillation index compared quite favorably with the level and angular dependence of
experimental data. The strong peak seen in both the experimental and predicted
scintillation index near normal incidence resulted solely from the angular dependence of
the relative scattering strengths of the two contributing seafloor types within a resolution
cell. The importance of the present work lies in the ability to link the clutter envelope
distribution to measurable geo-acoustic properties in conjunction with sonar system
parameters, providing the foundation necessary for solving several important problems
related to the detection of targets in non-Rayleigh clutter. The direct link between system
and environmental parameters and the statistical distribution of reverberation will allow:
performance prediction for different systems based on seafloor properties, extrapolation
of performance to other system/bandwidths, and optimization of system parameters such
as bandwidth to local environment.
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In order to combat high reverberation power levels in shallow water operational areas,
active sonar systems have employed increased bandwidth transmissions and larger ar-
rays. Both of these techniques have the effect of limiting the contribution of reverbera-
tion in each range-bearing resolution cell of the sonar by decreasing the cell size, which
can also have an adverse effect on the probability density function (PDF) of the rever-
beration induced matched filter envelope. This effect is examined using real data in
conjunction with a recently developed model [1, 2] predicting that the shape parameter
of K-distributed reverberation is proportional to the range-bearing resolution cell size.
Estimation of the shape parameter of the K-distribution from real data as a function of
the beamwidth of the towed-array receiver confirms this relationship. Although a simi-
lar effect may be expected for changes in the bandwidth of the transmit waveform, real
data analysis indicates that, as bandwidth increases, the shape parameter estimate first
decreases as expected but then increases, implying the data become more Rayleigh-like
at higher bandwidths. An explanation for this counterintuitive effect is proffered wherein
it is hypothesized that increasing bandwidth over-resolves scatterers in range but not in
angle. After accounting for the size of the scatterers with respect to the size of the range
resolution cell in the model of [1, 2], the shape parameter of an equivalent K-distribution
for circular scatterers is seen to closely resemble the observed data.

1 Introduction

Heavy-tailed, non-Rayleigh reverberation has been observed in active sonar systems with
varying array sizes and transmit waveform bandwidths. A descriptive analysis of the effects
of changing bandwidth and center frequency (and thus array beamwidth) was presented
in [3]. In this paper, real data from SACLANT Undersea Research Centre’s SCARAB
1997 sea-trial (C. Holland, Scientist in Charge) are analyzed in conjunction with the model
developed in [1,2]. This model assumes that reverberation in a given range-bearing reso-
lution cell arises from a finite number of scatterers that have an exponentially distributed
size. The resulting reverberation envelope is then K-distributed with the shape parameter
equal to half the number of scatterers in the range-bearing resolution cell and the scale
parameter proportional to the average power of a single scatterer. Assuming that the scat-
terers are uniformly distributed on or in the seafioor, this implies that the shape parameter
of K-distributed reverberation is proportional to the size of the range-bearing resolution
cell. The size of the range-bearing resolution cell is approximately the range times the
beamwidth divided by the bandwidth, the latter two of which are considered in this paper.
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In Section 3, it is seen that estimates of the K-distribution shape parameter change linearly
with beamwidth. However, as seen in Section 4, the shape parameter estimates first de-
crease as bandwidth increases, but then begin to increase, indicating a trend toward more
Rayleigh reverberation. It is hypothesized that this results from over-resolving scatterers.
Appropriate modification of the model of [1, 2] reveals a trend in the K-distribution shape
parameter similar to that observed in the real data as bandwidth increases.

2 Sea-trial description

The data to be analyzed were taken during the SCARAB ‘97 sea-trial sponsored by the
SACLANT Undersea Research Centre in La Spezia, Italy. The trial occurred off the coast
of Italy in June, 1997 in the Capraia Basin which is north of the Island of Elba. The
data analyzed in this paper were taken June 2-3 using the Centre’s low-frequency towed
hydrophone-array and the Towed Vertically Directive Source (TVDS), which was con-
figured to send a linear frequency modulated (LFM) pulse with a two second duration
spanning 450-700 Hz. The subsequent reverberation was recorded from the towed-array
for 40 seconds following each of 49 transmissions throughout the basin. Owing to the
shallow water environment and downward refracting sound speed profiles that were mea-
sured during the sonar data acquisition, the reverberation data are dominated by bottom
scattering.

The towed-array receiver was comprised of 128 hydrophones with a 0.5 meter spacing,
resulting in a design frequency of 1500 Hz. The array data were beamformed with a
hanning window such that the beampatterns of adjacent beams overlapped at their 3 dB
down points at 900 Hz, resulting in 54 beams equally spaced in wavenumber, spanning
from forward to aft along the array. The signal processing applied to the beamformed data
prior to analysis of the reverberation statistics included basebanding, match filtering and

normalization.

2.1 Fit of the Rayleigh and K-distributions

Before evaluating the shape parameter of the K-distribution and how it changes with array
beamwidth and transmit waveform bandwidth, it is necessary to determine how well fit the
data are by the K-distribution. The Kolmogorov-Smimov (KS) test [4] is applied to the
normalized matched filter data to test the ability of the Rayleigh and K-distribution models
to represent the observed data. The KS test evaluates the maximum difference between
the sample cumulative distribution function (CDF) generated by the data and a test CDF
which is, in this case, either the Rayleigh or K-distribution with their parameters estimated
from the data being tested. The Rayleigh distribution only depends on its power, which
is estimated by the sample intensity (i.e., the average of the matched filter intensity over
the window being tested). As the data have already been normalized to have unit power,
this should be near one. Estimation of the K-distribution parameters is more involved; the
method of moments estimator (MME), as described in [5], has been employed.

For the data under consideration, windows 1000 samples long (4 seconds of data at a
250 Hz sampling rate) with fifty percent overlap are used to estimate the model parameters
and then form the KS test statistic. Using the asymptotic p-value of the KS test statistic [4],
the data are either accepted as being well fit by the Rayleigh or K-distribution or rejected.
At the p = 0.05 level, 68% of the data are well fit by the Rayleigh distribution and 97.4%
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are well fit by the K-distribution. Thus, the K-distribution is accepted as a good model for
these data and it is noted that a significant portion of the data are Rayleigh-like. Note that
only data between 2 and 40 seconds following the end of signal transmission on each ping
are utilized in this and subsequent data analysis. Over these times the data are reverbera-
tion limited except on the few beams where nearby shipping dominated the reverberation
or where geological features precluded acoustic propagation (e.g., the Island of Capraia
causing shadow zones).

3 Beamwidth effect

Based on the model developed in {1, 2], it may be hypothesized that the effective number
of scatterers parameter (c) of the K-distribution is proportional to the area of the range-
bearing resolution cell. As such, if the beamwidth of the sonar is doubled, then « should
also double, regardless of the density of scatterers as long as they are uniformly placed
within the range-bearing resolution cell.

The beamwidth of a sonar approximately doubles when the array size is halved. The
same effect may be accomplished by coherently summing adjacent beams. The towed-
array data have been spatially filtered into 54 beams that overlap at the 3 dB down points
of their beampatterns at 900 Hz. The transmit waveform being analyzed ranged from 450 to
700 Hz, at which frequencies the beampatterns of adjacent beams overlap, respectively, at
the 0.75 and 1.8 dB down points. A beampattern having width equal to the combined width
of the individual beams may be formed without significant destruction of the mainlobe by
coherently summing every other beam at this spacing. This does result in a ripple in the
mainlobe with less than a one decibel height at 450 Hz and less than a two decibel height
at 700 Hz.

The shape parameter of the K-distribution is estimated from either the original beam
data or the summed beam data after matched filtering and normalization. For each beam,
the data are separated into windows that are 500 samples long (at a sampling rate of 250 Hz
this is 2 seconds of data) with an 80% overlap. For the it window on the jth beam of the
pth ping, call this estimate &x(p, %, j) where the index k indicates the span of how many
original beams the beam-sum is formed over (beam-spans of k = 1, 3, 5, 7, and 9 are
analyzed). The estimates of the shape parameter from a single ping of data are displayed
in Fig. 1 in the form of histograms for each of the beam-spans. As expected, the data exhibit
a trend toward higher values as the beamwidth increases. On the figure this is evident from
the median, mean (which was trimmed by removing the largest and smallest 0.5 percent of
the values), and the quantity of estimates that exceed 50. It is also clear that there is a wide
range of values observed on this single ping, indicating that the density of scatterers (i.e.,
frequency of occurrence) varies within the geographic region represented by this ping. To
remove this variability, the ratio of the estimated shape parameters on the summed beams
to that estimated on the individual beams is formed for each individual data window,

dk(pniaj) (1)

Ak (pyivjaj,) = dl (p i ],)

where 3 = j,...,7 + k — 1 represent the original beams that span the beamwidth of
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summed beam j. An average value is formed for each ping and beam-sum,

% 1 -
Ak(P) = E Z, Ak (pa'l':]»] ) (2)
1,5,
where the summation is over the m cases of the indices (7, 7, 7') such that the method of
moments estimators provide shape parameter estimates for both the individual and summed
beams and the estimates satisfy & (p,1,7) < 10* and &1 (p, 3, j) < 10%. Extremely large
estimates of « are discarded because of their high variability.

Histogram of shape parameter
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Figure 1. Histograms of the estimates of the K-distribution shape parameter from a single ping for
various beamwidths. The expected trend toward higher values of « as beamwidth increases is evident
in the mean, median and number of estimates exceeding 50.

The change in the shape parameter predicted by the model of [1,2] is exactly the
change in beamwidth. This is formed in a similar manner to how the change in the shape
parameter is estimated from the data, by taking the average of the change in beamwidth
between the summed beams and each of the individual beams for all of the summed beams.
Despite the fact that beamwidth varies with arrival angle, the ratios of the beamwidths of
the summed to individual beams do not vary significantly. These average ratios are com-
puted for the edges of the frequency band of the transmit waveform (450 and 700 Hz)
and also for the peak power frequency of the source (600 Hz) and shown with the average
change in the estimated shape parameter of the K-distribution in Fig. 2. In the figure, it is
seen that the estimated changes Ay (p) fall very close to the predictions and that the average
value over all pings has a slope similar to that predicted for the 450 Hz case, but is biased
high. This may be explained by first noting that the expected change (1) is formed from the
ratio of two random variables, say A = -{-f— Assuming that both X and Y are positive ran-

dom variables, it can be shown (through the use of Jensen’s inequality) that E[A] > %
This result also requires that the two random variables in the ratio be independent, which
is not the case with the real data analyzed. However, for the minimal dependence that is
expected, the result should be approximate and does proffer an explanation for the bias

seen in the data.
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The data shown in Fig. 2 are also seen to increase in variability as the beam-span
increases. This may be the result of variability induced by non-stationarity in the frequency
of occurrence of scatterers on the bottom over wider angles or may arise from the increased
variability of shape parameter estimates when « is large. The latter of which is expected
to occur more often for larger beamwidths (i.e., larger range-bearing resolution cell sizes)
and when the data are nearly Rayleigh distributed (which is known to occur frequently in
this data set).

The close similarity between the estimated and predicted change in the K-distribution
shape parameter indicates that, within our ability to estimate it, the shape parameter is
proportional to the beamwidth of the towed-array receiver. This also implies that a K-
distribution model assuming a finite number of scatterers with the shape parameter tied to
the number of scatterers in a sonar range-bearing resolution cell can provide more realistic
simulations or predictions of sonar system performance as a function of system parameters
such as beamwidth and possibly bandwidth, which will be examined in the next section.

700 Hz
L3 4
600 Hz
7k
Change in
estimated 4 450 Hz
effective number ol
of scatterers

fromsingleto ,}

Average change in
beamwidth at frequency
band edges (450 & 700
5L Hz) and peak (600 Hz)

. . N " " " "
2 3 4 5 s 7 L] [ 10

Beam span of summed beams

Figure 2. Change in the shape parameter of the K-distribution between summed and individual
beams as a function of the span of the beams summed (i.e., beamwidth). The + marks are the average
values from each ping. The change as estimated from the data is very similar to that predicted by the
change in beamwidth with the exception of an explainable upward bias.

4 Bandwidth effect

The model developed in [1, 2] assumed that the scatterers were fully within the sonar res-
olution cell. Owing to the asymmetry between the down-range and cross-range extents of
the sonar range-bearing resolution cell, this may not always be the case for higher band-
width transmit waveforms where the scatterers may be over-resolved in range and not in
bearing. For example, a sonar system with an array receiver with a 2 degree beamwidth
(similar to the array used in the SCARAB sea-trial at broadside) and a 250 Hz bandwidth
transmit waveform will have a 3 m down-range extent and a 350 m cross range at 10 km.
In this section, the model of {1, 2] is extended to consider the case of over-resolved scat-
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terers. Counterintuitively, the model, and subsequent data analysis, illustrate that when the
bandwidth increases to the point of over-resolving scatterers, the reverberation becomes
more Rayleigh-like rather than more non-Rayleigh.

The finite-number-of-scatterers model of [1, 2] assumed that the complex envelope of
the matched filter output was the sum of n scatterers with random phases,

Z= i A; e, (3)

i=1

where A; is the contribution from the ith scatterer and 0; is its phase. If the scatterer am-
plitudes are not exponentially distributed, the matched filter envelope is not necessarily
K-distributed. However, the shape parameter of the K-distribution, as obtained by moment
matching, may still be used to represent how similar the PDF is to the Rayleigh distribu-
tion (large values yield Rayleigh-like data and small values yield data heavier tailed than
Rayleigh). Without significant effort, it can be shown that the shape and scale parameters
of the K-distribution, in terms of the moments of the individual scatterer contribution, are

__nf_ ap(a’ s _pian [ ELAY
“=3 (E[Aﬂ—zE[A%f) nd A= B [A] (2E[A%12 l)'

Evaluation of the moments of A; for various scatterer shapes and orientations may be com-
puted either analytically or numerically and used to examine how & changes as a function
of the down-range extent of the sonar resolution cell (A) and the average size of the scat-
terer (11). For various scatterer shapes having exponentially distributed area, it was found

that &/ % was unity for large values of v = % and increased as -y decreased. This implies

that as A is decreased (i.e., bandwidth is increased), the effective number of scatterers can
increase and the reverberation can become more Rayleigh-like, an unexpected result.

The number of scatterers within a sonar resolution cell (n) depends on the size of
the resolution cell and the density and size of the scatterers. Assuming randomly placed
scatterers, it can be shown that the average number of scatterers is proportional to y when
~ is large and tapers down to a constant greater than zero when  is small. Combining this
effect with the aforementioned one wherein & increases as 7y decreases, we expect that as
bandwidth is increased, one might observe & to first decrease when the scatterers are all
within the resolution cell and then increase as the scatterers become over-resolved. This
trend is observed in the histograms of the K-distribution shape parameter from one ping
of data as shown in Fig. 3 where the shape parameter decreases when bandwidth is raised
from 0.5 Hz to about 8 Hz, at which point it begins to increase again and the data become
more Rayleigh-like.

For each analysis window, the K-distribution shape parameter estimates (if they exist)
are normalized by the minimum estimated value over all bandwidths processed and then
averaged over all beams for ranges less than 10 km. These are displayed for each of the
49 pings of data in Fig. 4 along with the average value over all pings and that predicted
by the over-resolved scatterer model for a circular scatterer. This latter is normalized so
that its lowest value is one, which is what was done to the real data, and scaled on its
abscissa so that the minimum aligns with the minimum of a least squared error fitting of a
quadratic function to the average of the estimated changes in the shape parameter. From
this figure it is clear that the data are initially in a stage where increasing bandwidth results
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in a proportionate decrease in the K-distribution shape parameter. However, the shape
parameter estimates begin to increase when the bandwidths reach about 8 Hz. The effective
number of scatterers (&) predicted from a model assuming that circular scatterers are over-
resolved well approximates the observed data, despite the obvious oversimplifications of
its development. It should be noted that the results presented here are circumstantial and
not evidentiary proof that the phenomenon observed in the data arises from over-resolution
of scatterers. It is possible that this bandwidth effect is caused by other conditions such as
propagation through a shallow water environment, although preliminary investigation does
not lend much support to this alternative hypothesis.

Increased bandwidth is expected to result in heavier-tailed reverberation than Rayleigh,
not more Rayleigh-like reverberation. Thus, the phenomenon of a return to Rayleigh-like
reverberation at high bandwidth that is observed in both the data analysis and model is
in some sense counterintuitive. Mathematically, this may arise from an increased rate
of convergence of the central limit theorem that results from a reduction in the variabil-
ity of the individual components. This result might initially lead one to suspect that the
Rayleigh-like reverberation at higher bandwidth will result in improved detection perfor-
mance. However, if over-resolution of the scatterers is the underlying mechanism produc-
ing the phenomenon, then it may be expected to induce dependence of the data samples (not
necessarily correlation) which will reduce the effectiveness of a detector that incoherently
combines (e.g., integrates) the matched filter intensity over multiple ranges to account for
spreading of the target echo. Thus, a net gain in detection performance is not guaranteed.

5 Conclusion

In this paper, the statistics of the reverberation induced matched filter envelope were eval-
uated as a function of the sonar’s receive array beamwidth and transmit waveform band-
width. The statistics were quantified by the shape parameter of the K-distribution, which,
when the scatterers are small compared with the sonar’s resolution, is proportional to array
beamwidth and inversely proportional to the transmit waveform bandwidth. Real data anal-
ysis supported both of these results except that at higher bandwidths, the shape parameter
was seen to increase indicating a return toward Rayleigh-like reverberation. Accounting
for the size of the scatterers in the model produced a similar trend which was seen to well
represent the observed data. These results may be used to improve the accuracy of perfor-
mance prediction and simulation of sonar systems in cluttered environments and possibly
to help set optimal sonar bandwidths.
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Figure 3. Histograms of the estimates of the K-distribution shape parameter from a single ping for
various bandwidths. The expected trend toward lower values of c as bandwidth increases is evident
at the lower bandwidths, but does not continue at the higher bandwidths.

Change in
effective number
of scatterers L
from minimum

observed

Circular
scatterer

:

" L s s n " I L L L
05 1 2 4 L] 18 » ezs 125 250

Bandwidth (Hz)

Figure 4. Change in the shape parameter of the K-distribution from the minimum observed over
various bandwidths. The + marks are the average values from each ping, the '0’ marks are the
averages over all pings for the given bandwidth.




BROADBAND DETECTION IN K-DISTRIBUTED REVERBERATION

Douglas A. Abraham

The Pennsylvania State University
Applied Research Laboratory, P.O. Box 30
State College, PA 16804
email: d.a.abraham@iece.org
phone: (814) 863-9828

ABSTRACT

In active sonar, broadband waveforms can improve the signal-
to-reverberation power ratio (SRR) by decreasing the size of
the resolution cell. Unfortunately, this can adversely affect
detection performance by spreading the target across sev-
eral cells and adversely affect false alarm performance by
making the reverberation more severely non-Rayleigh. In
this paper, the performance of a detector that integrates the
matched filter intensity is examined as a function of band-
width. It is observed that performance depends only on the
total target energy (F;), not how it is distributed throughout
the processing window. Thus, for this detector, the shape of
the target echo is less important than F,. Given a constant
E,, it was observed that probability of detection (Fy) in-
creased with bandwidth, but was bounded above by a num-
ber less than one. The performance is coarsely quantified
by the deflection, which was seen to increase with either
bandwidth or E; and decrease with the size of the target,
the density of reverberation scatterers (e.g., number per me-
ter down-range) and their average power. The deflection is
most sensitive to bandwidth when the density of scatterers
is high (i.e., the reverberation is nearly Rayleigh). Thus, in-
creasing bandwidth provides the most added value when the
reverberation is nearly Rayleigh distributed.

As an example, P, for a fixed probability of false alarm
(Ps,) is examined for a cylindrical target shape and com-
pared to that of a detector that takes the maximum value
over the processing window. The detection performance
comparison showed that the maximum value detector out-
performs the summation detector when the target echo is
essentially a single highlight, but can perform significantly
worse when the target echo energy is spread.

This work was sponsored by the Office of Naval Research under grant
number N00014-02-1-0115.

1. INTRODUCTION

Active sonar systems that operate in shallow water suffer
from increased reverberation power levels compared with
deep water operational environments. To counter this de-
crease in detection capability, higher bandwidth transmit
waveforms have been employed in order to increase the sig-
nal to reverberation power ratio (SRR) by reducing the re-
verberation power. Unfortunately, this can have the adverse
effect of increasing the tails of the probability density func-
tion (PDF) of the reverberation induced matched filter enve-
lope. The result is a trade-off between increasing the SRR at
the expense of an increase in the Py,. As shown in [1], there
is still a net gain in performance if the target echo remains
isolated in a single range bearing resolution cell and the
reverberation arises from a finite number of exponentially
sized scatterers, which leads to a K-distributed matched fil-
ter envelope. This paper examines the case of when a tar-
get is over-resolved by the transmit waveform (after pulse
compression) and the resulting target echo is spread across
multiple range cells.

2. BROADBAND DETECTION

The bandwidth of the transmit waveform affects both the
target response and the statistical description of the rever-
beration. As shown in [2], when reverberation is assumed to
arise from a finite number of scatterers having exponential
amplitude, the matched filter envelope is K-distributed with
the shape parameter inversely proportional to the transmit
waveform bandwidth. Depending on the bandwidth of the
transmit waveform, the target echo may reside solely in one
range cell, or be spread across several independent range
cells (with extent equal to one over the bandwidth). This
spreading, which occurs even in environments with no mul-
tipath, may be countered by using an incoherent summation
of the matched filter intensity as a detection statistic. Alter-
natively, the maximum value of the matched filter envelope
over the extent of target spreading may be used as a detec-




tion statistic, which is essentially a generalized likelihood
ratio test (GLRT) assuming all the target energy is in one
range bin and it is unknown which one.

Neither of these detectors is optimal in the Neyman Pear-
son sense; however, both are practical in that they may be
implemented without knowledge of the signal structure and
exploit some information about the target (spreading and
point-like target highlights). Choosing a threshold based on
a false alarm performance specification requires knowledge
of the PDF of the reverberation. In practice this may be ac-
complished using a statistical normalizer [3]. In this paper,
it is assumed that the threshold may be set exactly.

Let X, ... X, be the matched filter intensity output
that span the target echo and are spaced every one-over-the-
bandwidth so they may be assumed to be independent. As-
suming an additive target model, the matched filter intensity
is

&=MM+ﬁmf 0

fori = 1, ... ,m where m = T;W where T, is the time
extent of the target and W is the transmit waveform band-
width and the sampling rate of the complex matched filter
output. The target echo is described by its amplitude and
phase for the ith range bin, A; and 6;. In this paper, only a
non-fluctuating target model is considered where A; and 6;
are constants. The reverberation is described according to
the product formulation of the K-distribution where V; is a
unit-scale gamma random variable with shape « and Z; is a
zero-mean complex Gaussian random variable with power
. In [4, 2] it is shown that « is proportional to the number
of scatterers within a resolution cell and therefore propor-
tional to beamwidth and scatterer density and inversely pro-
portional to bandwidth. The scale parameter A is twice the
average power in a single scatterer.

2.1. Incoherent summation

The spreading of the target into multiple range bins may
be countered by summing the intensities to form the test
statistic (referred to as INC)

T, = Z X;. )

The distribution function of 7, is difficult to obtain analyti-
cally, even under the reverberation-only hypothesis. Amin-
davar and Ritcey [5] obtained the cumulative distribution
function (CDF) of an incoherent combination of K-distributed
clutter for a multiple pulse radar application through the
use of Padé approximations to the moment generating func-
tion. As this requires significant effort for different param-
eter values (o, A, A;), the shifted gamma approximation is

considered owing to its ease of evaluation. This approxi-
mation involves approximating the test statistic by a scaled
and shifted gamma random variable. The three parameters
of the shifted-gamma distribution are obtained by match-
ing moments with the test statistic (the moment equations
from [4] are shown in the appendix). Defining

m
E;=) A} 3)
i=1
as the total target energy, the first three moments of T,

px = E[T¥] for k = 1,2,3, for a non-fluctuating target
are

w1 = E[T,] = mia + E, C))
p2 = 24+ mila(a+2)+20ak; )
and
ps = 3upg — 248 4+ 2mr3a (a? + 6a + 6)

+67%a (o + 2) E. (6)

It is significant that these moments only depend on the tar-
get echo structure through the total target energy E;. This
result is similar to the relationship found in non-central chi-
squared random variables where the PDF of their sum de-
pends on the sum of the individual non-centrality param-
eters. The result also implies that the total target energy
drives the performance of this detector and not how the en-
ergy is spread across range bins. This is not the case for
the detector considered in the following section. As a fi-
nal caveat, the above result does not necessarily imply that
the PDF of the test statistic (and therefore P;) depends on
the A; only through E;, which remains to be proven. How-
ever, as the first four moments (fourth not shown here) only
depend on E;, any possible dependence will only result in
differences in the extreme tails of the distribution and there-
fore not largely affect Py.

As bandwidth increases, the test statistic becomes the
summation of iid random variables (without loss of gener-
ality, we can assume that 4; is a constant equal to %)
and therefore approaches a Gaussian random variable. As
such, it is worthwhile to consider the deflection,
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where the superscripts on s indicate the target present (u})
and reverberation only (1) hypotheses and £ is the density




of scatterers encountered within a beam in units of num-
ber of scatterers per second (so o = § = 5% where n
is the number of scatterers in a range-bearing resolution
cell [4]). Clearly increasing 3, T3, or A decreases perfor-
mance while increasing F; or bandwidth W improves per-
formance. However, from this analysis, increasing band-
width provides less and less improvement. For example,
consider the change in deflection achieved by doubling band-
width

_dew) 1

“aw) T TesE ®)

Ad

When either 3 is large (i.e., the reverberation is near Rayleigh)
or W is small, the deflection nearly doubles (i.e., the ex-
pected 3 dB increase achieved by doubling bandwidth). How-
ever, when bandwidth continues to increase, the improve-
ment becomes minimal, dropping below one decibel when
—‘g— ~ 0.36.

2.2. Maximum detector

Under the assumption that the target echo is best approx-
imated by a single dominant point reflector, choosing the
maximum of the matched filter intensity over the same pro-
cessing window as the incoherent integration represents a
GLRT over an unknown location. The test statistic has the
form

Ty = max X;. )]

i=1,...,m

The CDF of T}, is easily seen to be

Fy(t) = [[ Fx (0,2, A)) (10)

i=1

where Fi (h; @, A, A) is the CDF of the matched filter in-
tensity when the reverberation is K-distributed and an addi-
tive, non-fluctuating target with power A2 is present. As
seen in [4, 1], the CDF of a shifted gamma variate with
matching moments provides a good approximation to K-
distributed reverberation with a target. The moments may
be obtained from eqs. (4)—(6) by setting m = 1 with E; =
A?. When no signal is present (4; = 0), the actual CDF of
the K-distribution may be used to yield

Fy(t) = [1 - r_(iﬁ G) i (2\@)}7’1

3. DETECTION EXAMPLES

an

Pso and Py are obtained from the CDF of the test statis-
tic under the null and alternative hypotheses. As previ-
ously mentioned, the CDF of T, is approximated by that

of a shifted gamma random variable. Though not evalu-
ated here, the approximation is quite good when either o
or m are reasonably large and the CDF is not too close to
one (e.g., Pss < 10~3). The worst fit is for small values
of Ps, when m = 2 and « is small. When m = 1, the
exact K-distribution CDF is used for Py, (for both detec-
tors) and the shifted gamma approximation is used for Py.
Note that a better approximation in the tails may be obtained
by matching the first, second, and fourth moments of the
shifted gamma, although this does not always result in a
valid solution.

3.1. Simply spread targets

Suppose that the target echo energy is spread equally into [

of m cells. Thus, A; = —’?L fori = 1,...,! and equals
zero for ¢ > I. The exact ordering is irrelevant owing to
the form of eq. (10). Py for Py, = 1073 for the INC de-
tector and the MAX detector as a function of bandwidth are
shown in Figs. 1-4 for a short duration target (7; = 10 ms)
and a long duration target (13 = 50 ms) when the reverbera-
tion arises from many smalil scatterers (8 = 20 per ms) and
from a few large scatterers (3 = 1 per ms). The short and
long target durations correspond to physical sizes of 7.5 and
37.5 m respectively. The average power of a scatter is cho-
sen according to p = 2—\1% so that the reverberation power

is aX = 3. In all cases, E7 = 15 dB so the SRR is the
same for each figure and proportional to bandwidth.
Several points may be made from these Py curves. Three
basic results that are essentially common knowledge are that
P, improves with bandwidth and suffers for situations with
either targets with greater spreading or reverberation that
is more severely non-Rayleigh. In the shorter target, it is
clearly seen that both detectors perform identically when
the target is not over-resolved as there is only one range cell
under consideration and therefore the detectors are identical
in structure. For the near-Rayleigh reverberation cases, the
MAX detector performs well even when the energy is dis-
placed into a small number of highlights. However, when
the reverberation is moderately non-Rayleigh, the perfor-
mance of the MAX detector degrades significantly when the
target energy is spread. The INC detector does not suffer
this drawback and provides nearly the same performance as
the MAX detector with a single highlight (even if the target
energy is fully spread) for short target durations and ade-
quate performance for longer target durations. From these
results, it may be concluded that the INC detector is best
to use when the target duration is short or the reverbera-
tion is non-Rayleigh. The MAX detector is best only when
there are a small number of highlights that are well sepa-
rated (i.e., a long target echo duration) and the INC detector
must integrate many terms that do not contribute to the total
target echo energy (i.e., high bandwidth). This result has




been observed in Rayleigh reverberation [6] where a GLRT
that summed several of the largest peaks showed improved
performance over incoherent integration. These results may
imply that the GLRT structure does not provide the gain ex-
pected over incoherent integration when the reverberation
is non-Rayleigh. However, the detector structure alluded
to in [6] that first integrated to account for target spreading
may provide a good compromise between recouping target
spreading losses and accounting for significantly separated
target echo energy (e.g., as occur with multipath propaga-

tion).
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3.2. Cylindrical target

Consider a cylindrically shaped target with length 37.5 m
and diameter 7.5 m (similar to the size of the simply spread
targets in the previous section). Suppose that an active sonar
system transmits a 0.5 s long LFM waveform with center
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Fig. 3. P, vs. bandwidth for a long target echo in nearly
Rayleigh reverberation
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Fig. 4. P, vs. bandwidth for a long target echo in non-
Rayleigh reverberation

frequency 2000 Hz. At broadside, the target echo is essen-
tially a point reflector while at an aspect angle of 45 degrees,
it resembles a two point reflector. Py for these two cases

- is shown in Figs. 5 and 6 for the near-Rayleigh (G = 20

scatterers per ms) and non-Rayleigh (3 = 1 scatterer per
ms) cases with Pyo = 10~2 and an average (over all band-
widths evaluated) target echo energy of 15 dB. As in the
previous section, the average scatterer power is chosen so
that o = 17}7 and the target echo time extent is assumed to
be 50 ms.

The detection results seen in these figures follow the re-
sults of the previous section. The single-highlight character
of the target echo at broadside results in the MAX detector
outperforming the INC detector in both Rayleigh-like and
non-Rayleigh reverberation. However, when the echo en-
ergy is spread, as occurs when the aspect moves off broad-
side to the target, the INC detector performs equivalently to
the MAX detector in Rayleigh-like reverberation and out-




performs the MAX detector in non-Rayleigh reverberation.
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4. CONCLUSIONS

This paper has considered the active sonar detection of tar-
gets in K-distributed reverberation using broadband wave-
forms. Two detectors were evaluated, an incoherent sum-
mation and a maximum detector. For both detectors, in-
creasing bandwidth improved detection performance with
the improvement being most significant when the reverber-
ation is near-Rayleigh. When the target echo is predomi-
nantly a single highlight, the maximum detector performs
better than the incoherent summation, though only mini-
mally when the echo is not overly long in duration. When
the target energy is spread, even into just two highlights, the
incoherent summation is better than the maximum detec-
tor, significantly so in severely non-Rayleigh reverberation.
Additionally, the performance of the incoherent summation

detector was seen to be dependent on the total echo energy
and not how it is distributed throughout the extent of the
echo. Evaluation of detection performance for a cylindrical
target illustrated that the maximum detector performs best
at broadside aspect in both near-Rayleigh and non-Rayleigh
reverberation. Off broadside, the detectors perform simi-
larly in near-Rayleigh reverberation, but the performance
of the maximum detector degrades significantly in severely
non-Rayleigh reverberation.
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A. APPENDIX

The test statistic (2) may be approximated by a shifted gamma
random variable, T, =~ aG + b where G is a unit-scale
gamma random variable with shape parameter c. The CDF
of Ty, is then approximated by

F.(t)~ F, (t ; b) (12)

where F.(z) = 31—%;—;)- is the incomplete gamma function.

The parameters (a, b, ¢) are obtained from the first three mo-
ments of T, (ux = E [T¥] for k = 1,2, 3) according to [4]

-3 2u3
a=o.5["3 Lol “1], (13)
H2 — Ky
2
c=“2a2u] and b= pu; —ac. (14)
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Novel Physical Interpretations of
K-Distributed Reverberation

Douglas A. Abraham and Anthony P. Lyons

Abstract—Interest in describing and modeling envelope
distributions of sea-floor backscatter has increased recently,
particularly with regard to high-resolution active sonar systems.
Sea-floor scattering that results in heavy-tailed-matched-filter-en-
velope probability distribution functions (i.e., non-Rayleigh
distributions exemplified by the K, Weibull, Rayleigh mixture,
or log-normal distributions) is often the limiting factor in the
performance of these types of sonar systems and in this context is
referred to as reverberation or acoustic clutter analogous to radar
clutter. Modeling of reverberation has traditionally entailed fitting
various candidate distributions to time samples of the envelope
of the scattered sonar (or radar) returns. This type of descriptive
analysis and the asymptotic (infinite number of scatterers) analysis
defining the K-distribution yield little insight into the environ-
mental mechanisms responsible for heavy-tailed distributions
(e.g., distributions and clustering of discrete scatterers, patchiness
in geo-acoustic properties, scattering strength of scatterers, etc.)
and do not allow evaluation of the effect of changing sonar system
parameters such as bandwidth and beamwidth. In contrast, we
derive the envelope distribution for the scattered returns starting
from simple physical descriptions of the environment with a finite
number of scatterers. It is shown that plausible descriptions of the
environment can lead to K-distributed reverberation. This result
explains, at least partially, the success of the K-distribution in the
modeling of radar clutter and sonar reverberation at a variety of
frequencies and scales. The finite-number-of-scatterers model is
then used to predict how the shape parameter of the K-distribution
will change as the beamwidth of a towed-array receiver is varied.
Analysis of reverberation data from a low-frequency (450-700 Hz)
active sonar system illustrates that, within our ability to estimate
it, the shape parameter of the K-distribution is proportional to
the beamwidth of the towed-array receiver, a result important
for sonar simulation and performance prediction models. These
results should prove useful in developing methods for modeling,
predicting and mitigating reverberation on high-resolution sonar
systems.

Index Terms—Clutter, K-distribution, non-Rayleigh, reverbera-
tion, scattering.

1. INTRODUCTION

IGH-resolution active sonar systems have been developed

to improve detection performance by lowering the power
of the interfering reverberation in a given resolution cell. Un-
fortunately, this can have the adverse effect of producing rever-
beration with a statistical distribution that is significantly more
heavy-tailed than the traditionally assumed Rayleigh distribu-
tion at the matched filter envelope, leading to an increase in
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the probability of false alarm (Py,). The Rayleigh distribution
is obtained by assuming that there are enough scatterers con-
tributing to the reverberation in any given resolution cell (after
beamforming and matched filtering) so that the central limit the-
orem (CLT) holds and the received signal is Gaussian, resulting
in a Rayleigh distributed envelope. Non-Rayleigh reverberation,
in particular reverberation with tails heavier than Rayleigh, can
occur when the conditions of the CLT are violated. For example,
there may be too few scatterers in the resolution cell or the scat-
terers may not be identically distributed.

Statistical analysis of the reverberation envelope usually en-
tails fitting the observed data to a set of models to determine
which provides the best representation [1]-[5). Researchers are
usually forced into such descriptive analyses because there are
very few physics-based models that link a tenable description
of the environment and sonar system to the probability density
function (PDF) of the reverberation induced matched filter enve-
lope output. Among them are Crowther’s model [6] for sea-bed
backscatter when the sea-bed is comprised of patches of differing
types and Middleton’s KA-distribution [7] which was developed
using counting functionals in what he terms a “physical-statis-
tical” approach. The KA-distribution is a generalization of the
well-known K-distribution [8], [9], which is itself derived in the
limit by assuming that the number of scatterers in a resolution
cell follows a negative binomial distribution with a mean that
tends to infinity. The K-distribution has also been described as
a compound process arising from the modulation of Rayleigh
backscatter by an intensity that varies slowly in time and is well
modeled by the gamma distribution [10]. Owing to their com-
plicated nature or limited applicability, the models of Crowther
and Middleton are rarely employed. The K-distribution, however,
is a standard model for radar clutter [11] and has been shown to
represent sonar reverberation well [5], [1 2]-[14]. Unfortunately,
neither the asymptotic derivation nor the compound representa-
tion (which is phenomenological) of the K-distribution retain the
pertinent description of the environment that would allow predic-
tion of the PDF of the matched filter envelope and how it changes
as a function of sonar system parameters or is affected by varying
environmental scattering mechanisms.

In this paper, we start with a plausible physical description of
the sea-floor scattering environment and derive the PDF for the
reverberation envelope while retaining the environmental char-
acterization necessary for predictive analysis such as changes in
PDFas afunction of system or environmental parameters. In Sec-
tion ITI-A, it will be shown that reverberation arising from a finite
number of discrete scattering objects having an exponential size
distributionresults in a K-distributed matched filterenvelope. The
shape parameter of the K-distribution is related to the number of
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scatterers within each resolution cell of the sonar system and the
scale parameterisrelated tothe average size of the scatterers. Scat-
tering from a sea floor comprised of a finite number of patches
of differing sizes is considered in Section III-B. Interface scat-
tering from each individual patch produces a Gaussian reverber-
ation response; however, when the patches are assumed to have
an exponentially distributed size, the reverberation envelope is
seen to be K-distributed. These models that are based on a finite
number of scatterers allow the prediction of the PDF of the rever-
beration induced matched filter envelope and how it changes as a
function of sonar system parameters such as transmit waveform
bandwidth and receiving array beamwidth. In Section IV, exper-
imental data from a low-frequency active sonar system are used
to show that the K-distribution shape parameter is, as predicted
by the model of Section III-A, proportional to the beamwidth of
the towed-array receiver.

II. BACKGROUND

Active sonar systems transmit signals and process the re-
sulting echoes for the purposes of detecting, classifying and lo-
calizing targets. The transmitted pulse, say s(t), reflects off of a
potential target and a multitude of inhomogeneities and irregu-
larities (i.e., scatterers) in the ocean medium and is then received
by an array of hydrophones. The response of each scatterer is
modeled as a time-delayed and amplitude-scaled version of the
transmitted pulse. The hydrophone array is designed to allow
spatial filtering (i.e., beamforming) of the array data which im-
proves the signal-to-noise power ratio (SNR) by rejecting en-
ergy coming from directions away from the main response axis
(MRA) while accepting energy from a limited region in angle
about the MRA. The received signal after beamforming may be
described as '

m
Xo(t) = Aos(t— 7o)+ »_ Ass(t— )+ Vo(t) ()

i=1
where 8 represents the angle of the MRA, s(t) is the transmitted
pulse, Ap and 7y are the target echo amplitude and arrival time,
A; and 7; represent the amplitude and arrival time of the rever-
beration component from the ith scatterer, Vp(t) is the ambient
noise, and m is the total number of scatterers contributing to
reverberation on this particular beam. Note that, in this paper,
random variables are generally denoted by upper-case letters
and constants by lower-case ones. It will be initially assumed
that there is no acoustic wave propagation with multiple
boundary interaction (e.g., multipath propagation). This case

will be discussed in Section III-C.

If the interfering signals (the reverberation or clutter and
ambient noise) are assumed to be a white Gaussian random
process, then, the optimal detection processing [15] requires
matched filtering the beam data by correlating them with the
transmitted waveform. If the autocorrelation function of the
transmitted waveform is

R, (t) = / s(u)s(u+t)du )
u=—00

then, the matched filter output has the form

m

X(t) = Ao Ros(t —7m0) + ) AiRys (t = 7:) + V(1) (3)

i=1
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where ¢ now represents time delay and V'(t) is the ambient noise -
after matched filtering. The effect of matched filtering is to re-
duce the number of scatterers that contribute to X () at time ¢.
If T is the width of the autocorrelation function of s(t), then,
only scatterers with delays 7; such that |t — ;| < T}./2 will con-
tribute to X (¢) at time t. Scatterers that are farther away in time
are attenuated by the Ry,(t — 7;) term in (3). T, is also taken
as the size of the resolution cell in range (delay) and is usually
well approximated by one over the bandwidth of the transmit
waveform. It should be noted that matched filtering is not nec-
essarily optimal when the interfering signals are non-Gaussian
or correlated in time; however, it is often employed as it can
in many cases significantly increase SNR. Additionally, the op-
timal processor at this stage is not known when the interferences
are non-Gaussian.

After matched filtering, and assuming little or no target
Doppler, the beam output X (¢) may be modeled as a bandpass
random process with energy predominantly in the transmission
band. As such, the envelope of the process is a sufficient statistic
for the detection of fluctuating targets and nonfluctuating tar-
gets with random phase when the interfering components are
Gaussian [15]. The importance of sufficiency in this application
is that the optimal likelihood ratio detector then only requires
access to the sufficient statistic and not the complete data. Thus,
the design and performance analysis of a detection algorithm
may be determined solely from the statistical description of the
envelope. Owing to the one-to-one correspondence between
the matched filter envelope and intensity, the latter may be
equivalently used as a sufficient statistic. The envelope is also
of interest when the interfering components are not Gaussian.
As seen in Appendix A, the envelope is a sufficient statistic
for the more general case where the complex envelope of
the interfering components has a circularly symmetric PDF.
Reverberation that can be described as arising from the product
between a Gaussian component and some positive modulating
random variable has a circularly symmetric complex envelope
PDF. The K-distribution, Rayleigh mixture, and Crowther’s
model satisfy these requirements.

A convenient intermediate step in forming the envelope of
X (t) is to first form the complex envelope by basebanding the
data (i.e., frequency shifting with a complex exponential at the
center frequency of the band, f.) followed by low-pass filtering
to remove out-of-band components

X(t) =LPF {2 X (t)e=*"/*}
=Age I R (t — 1)

+ Z Ai C_jzr'ftnﬁss (t ha Ti) + v(t) “)

i=1

where R,,(t) is the basebanded autocorrelation function of the
transmit waveform and V() is the complex envelope of the am-
bient noise after matched filtering. In this paper, variables with
a tilde are complex. The envelope is then simply the modulus
of the complex envelope, Y (t) = | X (t)|. When the reverber-
ation dominates the ambient noise and no target is present, the
complex envelope simplifies to the middle term of (4) and may
be approximated by assuming that the autocorrelation function
is binary and either fully passes the individual scatterer echoes
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when they are within the resolution cell, or fully rejects them
when they are not '

had n(t)
X(ty=R(t) =Y Aie™ TR, (t-mi) = ) Aie™"
i=1 i=1
&)

where n(t) is the number of scatterers that contribute to the
complex envelope at time delay ¢ and 6; = 2 f.7;. For no-
tational simplicity, it is assumed that these n(t) scatterers are
indexed by i = 1, ..., n(t). The time delays 7; are assumed to
be uniformly random over an integer number of periods of the
center frequency f. so §; may be equivalently assumed to be
uniformly distributed from 0 to 27. It should be noted that if the
transmit waveform is a short rectangular continuous wave pulse
and matched filtering is not employed [i.e., 3(t) = cos(27 fct)
for t € (0, T) with T an integer multiple of 1/f.] then the re-
sult of (5) is exact rather than approximate.

Traditionally, it has been assumed that n(t) is nonrandom
and large enough that the CLT [16] applies and R(t) is a zero
mean complex Gaussian random process, leading to a Rayleigh
distributed envelope

Y(t)~ fr(v) = —i—%’ "W/ ©)
where )\ is the power. The K-distribution has been shown to
arise by first assuming that n(t) is a random integer following a
negative binomial distribution and then letting the average value
of n(t) tend to infinity [9]. The PDF for a K-distributed rever-
beration envelope is

YO ~ ) = Zres (—}A—)K (&) o

where K, (z) is the Basset function (i.e., a modified Bessel func-
tion of the third kind) [17], ) is a scale parameter, « is the shape
parameter, and the power is E[Y?] = a\. The Rayleigh dis-
tribution is a submember of the K -distribution that is obtained
when a — oo, while A = Ao/

The significance of these two results lies in their validity irre-
spective of the PDF of the amplitudes A;, as long as the distribu-
tions satisfy some minimal regularity conditions such as inde-
pendence and finite variance. However, owing to their asymp-
totic nature, these results do not allow the analysis of a sonar
system as a function of the beamwidth or bandwidth; that is,
when the number of scatterers within a resolution cell is fi-
nite and is allowed to change with system parameters (e.g., in-
creasing bandwidth) or environmental conditions. In particular,
a sonar system with a large receiving array or a wide band-
width transmitter may reduce the resolution cell size so that
not enough scatterers are present for the CLT to hold or for
the K-distribution to be accurate as an asymptotic approxima-
tion. In this situation, the distribution of the summation in (5)
will depend highly on the PDFs of the scatterer echo ampli-
tudes and delays. The following section considers two plausible
physical characterizations of sea-floor scattering with a finite
number of scatterers or a finite number of patches, both leading
to the K-distribution for the matched filter envelope PDF. The
derivations may not be rigorous with regard to the physics as
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they require some simplifying assumptions, yet they provide the
desired link between the number of scatterers and the statistical
distribution of the detection statistic.

III. SEA-FLOOR SCATTERING MODELS

Central to the novel physical interpretation of K-distributed
reverberation arising from a finite number of scatterers is an
assumption of a specific functional form for describing the
size frequency distribution of discrete scatterers or scattering
patches. In nature, distributions of size often exhibit the prop-
erty that there are far fewer large objects or features than small.
This is true for the size distributions of large geologic sea-floor
features such as seamounts or bathymetry [18] as well as for
smaller features such as rock outcrops and fragments or even
gas bubbles in sediment [19]. Various probability distribution
functions have been used to fit data that display this character-
istic including the exponential and the power law functions.
The exponential function, in particular, has often been found
to be useful for describing the size distribution of large-scale
geologic sea-floor features including fault displacements
and lengths [20] and sea-floor slopes [21]. Additionally, for
many sites, both terrestrial and extraterrestrial, the exponential
distribution has often provided the best fit to rock size data
[22], [23]. In the case of discrete objects such as boulders and
rocks, exponential size distributions are justified based on the
theory of fracture and fragmentation [23].

Given the validity of an exponential function for describing
the size distribution of many types of natural features, in the fol-
lowing analysis, we assume that the size of a randomly occur-
ring scatterer is described by an exponential distribution func-
tion. Although numerical methods could be used to obtain the
PDF of the matched filter envelope for a number of other distri-
bution functions, the exponential form has the advantage of re-
sulting in an analytical solution. In the following sections, both
reverberation arising from discrete scatterers and from sea-floor
patches of different scattering strength are considered.

A. Exponentially Sized Discrete Scatterers

Assuming that reverberation arises from a finite number of
scattering objects that have an exponentially distributed size and
that the amplitude of the scattering return is proportional to its
size (e.g., as in geometrical scattering [24]), then 4; in (5) would
be exponentially distributed with PDF

fa(a) = = e e/ (8)

1

u

where u is the average size of the scatterers. Assuming that the

amplitude and delay of each scatterer are independent of each

other and of those of other scatterers, the distribution of R(t)

may be found by forming the joint characteristic function (CF)
of its in-phase (real) and quadrature (imaginary) components

R(t) =U@) + 3V (2). ©)

The joint CF of the sum in (5) is the product of the joint CFs of

the components of the sum or, as the summands are statistically

identical, the joint CF of A;e~7% raised to the power n(t). Let
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R=R@t),U=U®),V =V(t),n =n(t), A= A and
6 = 6;. The joint CF of R(t) is then

B4, 7) = B [V
- {E [eij cos 8+jvA sin 9] }"‘

oo 27 —(a
= {/ [:_1_/ eju(uc050+'ysin9) d0:| € (a/k)
a=( 2w 8=0 s

2n —(a
{ / * [_1- (ia /77 cos(6-B) dg] e /W)
1w
a

da}
da}

=0 L27 Jo=0
oo e—(e/w) "
= {/ Jo (a \/w2+72) da}
) a=0 u
- : (10)
1+ 2w + 2"
where 8 = arctan(y/w)and
Jo(z) = l/ €778 dg (11)
T Jo=0

is a Bessel function of the first kind and order zero (17}, and sim-
plification of the last line comes from Gradshteyn and Ryzhik
[25, p. 729, 6.611-1].

Inversion of ® 5 (w, ) would show that the exponential scat-
tering model in fact results in K-distributed reverberation. It is,
however, easier to derive the joint CF for K-distributed rever-
beration and exploit the uniqueness property of CFs than to in-
vert (10). In order to accomplish this it is convenient to use the
product description of K-distributed reverberation. Ward [10]
noted that it was possible to describe K-distributed reverbera-
tion as the product between a Rayleigh speckle component and a
slowly fluctuating variable following a square-root gamma dis-
tribution. The complex envelope of such reverberation would
have the form

R(t) = V/ P(t) Z(t) (12)
where Z(t) is a zero-mean, low-pass, complex, Gaussian
random process with variance A and P(t) is a gamma dis-
tributed random process with unit scale, shape parameter
a(t) and a low-pass spectrum. A more realistic model would
allow Z(t) to be nonstationary with a time-varying variance.
However, for the purposes of this paper, such a generality is
not necessary, so the variance is assumed constant in order to
simplify notation. If Z(t) = U(t) + jV (¢), then U(t) and V ()
are independent, zero-mean, real, Gaussian random processes
with variance A/2. The joint CF of R(t) in (12) is found to be
(with o = a(t), P = P(t),U = U(t),and V = V()]

P (w,7) = E[ej“"/pUH‘h/Fv]
=Fp [Eu|p [ejw\/ﬁu] Evip [61"7\/731/”
- / T e £ () dp
p=0

o] a—1
_ p —[14(A/4) (w2 ++2
"/pzoi:(_a—)e[ WA g

1

“E e "
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where the CF of a zero-mean Gaussian random variable with
variance A/2 is [26]

E [ej“U] = g~ M/ (14)
Clearly, (10) and (13) have the same form, illustrating that ex-
ponentially sized scatterers produce K-distributed reverberation
with the shape parameter of the K-distribution equal to half the

number of scatterers

o=

(15)

o3

and the scale parameter related to the average scatterer size
through

A= 4p2. (16)
The importance of the last two equations lies in the fact that they
link the parameters of the K-distribution to a physical model of
the environment, making prediction of the reverberation PDF
possible for different sonar system configurations.

It is worthwhile to note that the previous derivation does not
imply the following converse statement: if the matched filter en-
velope is K-distributed, then, the scatterer amplitude in (5) must
be exponentially distributed. In fact, there are other statistical
distributions that may be used to describe the scatterer ampli-
tude that will result in a K-distributed matched filter envelope.
An example of this may be found in the work of Lord [27] where
the joint PDF of an s-dimensional spherically invariant random
vector is described as having an exponential form in terms of
the vector length. For the two-dimensional case that represents
the complex data model of (5), this results in a gamma dis-
tributed vector length (i.e., scatterer amplitude) with a shape pa-
rameter equal to 2 and is seen to result in a K-distributed vector
length (i.e., the matched filter envelope) when n such vectors
are summed.

B. Exponentially Sized Sea-Floor Patches

A theoretical model for reverberation resulting from interface
scattering off of a sea floor comprised of patches was devel-
oped by Crowther [6] where it was assumed that the patches
were characterized by a two-dimensional Markov model. Sup-
pose instead that the patches dominate the background and are
characterized as having random size; for example, an exponen-
tially distributed area

B; ~ fg(b) = %e_(b/“) an
where B; is the area for the ith patch and p is the average patch
area. Diffuse scattering from the interface produces a Gaussian
distributed return from each patch by virtue of the CLT, with
power proportional to the patch area and backscattering coeffi-
cient. Now assume that there are n such patches within a res-
olution cell of the sonar system. The reverberation component
of the complex envelope of the received signal in this resolution
cell (i.e., after beamforming and matched filtering) may then be
represented as

(18)

R=3" VB2
=1
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where Z; is a zero-mean, complex, Gaussian random variable
with variance o2. Such a characterization of the sea floor can
not be described by the model (5) of the previous section be-
cause the time delay of the individual scatterers is not uniformly
distributed.

Noting that an exponential random variable is a gamma
random variable with unit shape parameter, the joint CF of one
term in the summation of (18) is found from (13) by setting
a = 1and A = po?. Assuming that the responses from each
patch are statistically independent then leads to the joint CF of
the summation

19)

1

QR(wv ’Y) [1 + %uaz(uﬁ + 72)]11 .
Clearly, this is the same form as that of (13) for the joint CF of
the K-distribution with o = n, the number of patches in a reso-
lution cell, and A = po?, the average area of each patch times
the backscattering power per unit area. It is interesting to note
that even though each patch produces Gaussian reverberation,
the resultant sum is non-Gaussian owing to the random power
of each component. This result also illuminates the fact that the
K-distribution, at the bandpass or complex envelope stage, is
closed under addition when the summands have the same-scale
parameter (A = wuo?). Thus, if the sea-bed is comprised of
patches of differing types the result will still be K-distributed
if the scale parameters are equal; i.e., p;0Z = p;o?. When the
scale parameters are not equal, the envelope will not be K-dis-
tributed; however, if one patch type dominates the other in the
sense of ppod > w10? then, the K-distribution may be a good
approximation.

C. Multipath Propagation

As previously admitted, the models and methods used in the
previous sections to link a description of the environment in
terms of the number of scatterers within a resolution cell of a
sonar system to the statistical distribution of the matched filter
envelope are at times coarse approximations. Perhaps, the most
egregious of the omissions has revolved around the implicit as-
sumptions about acoustic propagation between the source array,
the scatterers, and the receiving array. No mention has been
made of any particular model; however, it has been unrealisti-
cally assumed that no multipath propagation occurs. Were it to
occur, the effect would be to make the reverberation at any given
time more Rayleigh-like, owing to scatterers arriving from dif-
ferent parts of the sea-floor through alternative acoustic prop-
agation paths. That the K-distribution is closed under addition
indicates that the envelope may still be K-distributed in the pres-
ence of multipath if the path amplitudes do not vary signifi-
cantly. If the path amplitudes do differ significantly, the joint
CF of the complex envelope would be a product of terms sim-
ilar to (13) and the envelope distribution would have to be found
computationally through either Padé approximations [28] or a
numerical Hankel transform.

Under multipath propagation conditions the reverberation
would also become more correlated in time, which exposes a
second weakness of the current derivation. The link between
exponential scattering and the K-distribution has been estab-
lished for first-order PDFs. The second-order PDFs (i.e., joint
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PDFs between samples from two different times) have not yet
been established and thus limit the physical interpretation of the
random processes of the product formulation of K-distributed
reverberation, P(t) and Z(t).

IV. BEAMWIDTH ANALYSIS OF EXPERIMENTAL DATA

A potential use for the models described in the previous
section lies in improving the fidelity of models that simulate
sonar systems or predict their performance. In the sonar com-
munity, the Rayleigh distribution and the associated receiver
operating characteristic curves of probability of detection
versus probability of false alarm, as may be found in Urick [29]
or Burdic [30], are typically used regardless of the goodness
of fit of the Rayleigh distribution to observed reverberation
data. The radar community has accepted statistical models that
are more representative of their heavy-tailed data including the
Weibull and K-distributions [11], though these models tend to
be used with measured parameters rather than ones derived
from physics based models [11}, [31].

As a motivating example, consider a sonar system operating
in an environment where the scatterer density and propagation
are such that there are n = 20 scatterers in a particular range-
bearing resolution cell with each scatterer having average power
so that (using the results of Section III-A) A = 4p? = 0.1. The
reverberation power at the matched filter output is then Py =
a) = 1 where a = n/2 = 10. The probability of false alarm
for K-distributed reverberation and the Rayleigh distribution of
the same power are shown in Fig. 1, as Case 1. At Py, = 10-8,
the K-distribution predicts a threshold level 1.7-dB higher than
that predicted by the Rayleigh distribution, illustrating how it
accounts for the heavier tails of the non-Rayleigh reverberation
and will, in turn, result in more accurate predictions of the prob-
ability of detection when the reverberation is not Rayleigh dis-
tributed. In the future, it may be possible to obtain values for
n and u from geophysical measurements of scatterer size and
density (i.e., frequency of occurrence). For now, however, these
must be estimated from observed reverberation data, as is done
in the analysis of the following sections.

Now, suppose that a sonar system were employed with a
towed-array receiver twice the size of the previous example.
The larger array provides beamwidths half the size of the
smaller array and would therefore yield half as many scatterers
in the range-bearing resolution cell under consideration,
resulting in = 5 and the expected 3-dB reduction in the
reverberation power level. The Py, curves for this situation are
shown in Fig. 1, as Case 2, and illustrate a 2.7-dB difference in
the predicted threshold levels for the Rayleigh and K-distribu-
tional models when Py, = 1075. The disparity in prediction
is worse when n, and, therefore, o, is smaller and better when
n is larger and the K-distribution more closely resembles the
Rayleigh distribution.

Under both distributional models of this example (Rayleigh
and K), the reverberation power level decreases by a factor of
two when the array size is doubled. However, under the K-distri-
bution model, the shape parameter also decreases by a factor of
two. It is this aspect of the finite-number-of-scatterers model de-
veloped in Section I1I-A that we wish to examine using real data,
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Fig. 1. Probability of false alarm under the Rayleigh and K-distributional models. When Py, = 10~8, the Rayleigh model predicts a 1.7 dB smaller threshold
than the K-distribution for Case 1 and a 2.7-dB smaller threshold for Case 2. Case 2 differs from Case 1 in that the receiving towed-array is twice as large yielding

a beamwidth that is twice as small.

specifically to see if the estimated shape parameter changes
linearly with the beamwidth of a sonar receiving array as is
predicted by the model. The following sections describe the
sea-trial from which data are analyzed, illustrate that they are
well described by the K-distribution, and finally examine the
dependence of the shape parameter on the beamwidth of the
towed-array receiver.

A. Sea-Trial Description

The data to be analyzed were taken during the SCARAB ’97
sea-trial (Chief Scientist, Charles Holland) sponsored by the
SACLANT Undersea Research Centre, La Spezia, Italy. The
trial occurred off the coast of Italy in June, 1997 in the Capraia
Basin which is north of the Island of Elba and contained several
components related to scattering and reverberation [32]. The
data analyzed in this paper were taken on June 2-3 using
the Centre’s low-frequency towed hydrophone-array and the
towed vertically directive source (TVDS), which was config-
ured to send a linear frequency modulated pulse with a 2-s
duration spanning 450-700 Hz. The subsequent reverberation
was recorded from the towed-array for 50 s following each
transmission. Forty-nine such pings of data were collected
at the points shown in Fig. 2. Owing to the shallow water
environment and downward refracting sound-speed profiles
that were measured during the sonar data acquisition, the
reverberation data are dominated by bottom scattering. As
described in [33], bottom scattering from the western portion
of the Capraia Basin seems to be dominated by magmatic rock
outcrops while the central and eastern parts of the basin are
dominated by scattering from sub-bottom sediment volume
inhomogeneities. The analysis presented in [33] illustrated how

the latter produced Rayleigh distributed reverberation and the
former produced heavier-tailed non-Rayleigh reverberation.

The towed-array receiver was comprised of 128 hydrophones
with a 0.5-m spacing, resulting in a design frequency of 1500
Hz. The array data were beamformed with a hanning window
such that the beampatterns of adjacent beams overlapped at their
3-dB down points at 900 Hz, resulting in 54 beams equally
spaced in wavenumber, spanning from forward to aft along the
array. The signal processing applied to the beamformed data
prior to analysis of the reverberation statistics included base-
banding, match filtering and normalization. The normalizer is
of the cell-averaging type [11] with a split-window and gap, as
described in [34]. The leading and lagging windows each con-
tained 100 samples at a sampling rate of 250 Hz,! so the rever-
beration power estimate is formed by averaging 0.8 s of rever-
beration data. The gap on each side of the sample being normal-
ized was 5-samples long.

B. Fit of the Rayleigh and K-Distributions

The shape parameter of the K-distribution is estimated from
the beamformed, matched filtered, and normalized data. Before
evaluating the shape parameter and how it changes with array
beamwidth, it is necessary to determine how well fit the data
are by the K-distribution. Fig. 3 contains the probability of false
alarm estimated from a window of normalized matched filter
data 2000 samples long (8 s). The ping from which these data are
obtained is noted in Fig. 2. The Py, obtained from the Rayleigh
and K-distributions whose parameters are estimated from this
data are also shown where the K-distribution clearly provides a

As the sampling rate is equal to the transmit waveform bandwidth, consec-
utive samples are approximately uncorrelated.
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the data.

better fit to the data. This particular segment of data was chosen
to illustrate that the Rayleigh distribution is not always a good fit
to observed reverberation data. A significant portion of the data
collected and analyzed, however, were well fit by the Rayleigh
distribution. As the K-distribution has the Rayleigh distribution
as a submember, the K-distribution fit these data well too.

In order to quantify how much of the data are well fit by the
Rayleigh and K-distributions, the Kolmogorov—Smirnov (KS)
test [35] is applied to the normalized matched filter data to test
the ability of the models to represent the observed data. The KS
test evaluates the maximum difference between the sample cu-
mulative distribution function (CDF) generated by the data and
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TABLE I
PERCENT OF DATA ACCEPTED AS BEING WELL FIT BY THE RAYLEIGH OR
K-DisTRIBUTIONS BASED ON THE K-S TEST AT VARIOUS LEVELS OF
FALSE REJECTION

All data Only data with K MME solution
p-value | Rayleigh K-distribution | Rayleigh K-distribution .
0.001 86.2 98.8 84.7 98.9
0.01 78.5 98.3 76.0 98.4
0.05 68.0 974 64.4 97.6
0.1 60.6 96.6 56.2 96.8

a test CDF which is, in this case, either the Rayleigh or K-dis-
tribution with their parameters estimated from the data being
tested. The Rayleigh distribution only depends on its power,
which is estimated by the sample intensity (i.e., the average of
the matched filter intensity over the window being tested). As
the data have already been normalized to have unit power, this
should be near one. Estimation of the K-distribution parameters
is more involved. The method of moments estimator (MME) has
been employed and is described in detail in Appendix B.

For the data under consideration, windows 1000-samples
long (4 s of data) with 50% overlap are used to estimate the
model parameters and then form the KS test statistic. Using
the asymptotic p-value? of the KS test statistic [35], the data

are either accepted as being well fit by the Rayleigh or K-dis-

tribution or rejected. Table I contains the results for various
p-values. For example, at the p = 0.05 level, 68% of the data
are well fit by the Rayleigh distribution and 97.4% are well
fit by the K-distribution. Note that only data between 2 and
40 s following the end of signal transmission on each ping are
utilized in this and subsequent data analysis. Over these times,
the data are reverberation limited except on the few beams
where nearby shipping dominated the reverberation or where
geological features precluded acoustic propagation (e.g., the
Island of Capraia causing shadow zones).

As described in Appendix B, the method of moments does not
always yield a solution for the K-distribution parameters. When
- a solution is not available, the shape parameter of the K-dis-
tribution is arbitrarily set to & = 100 and the scale parameter
is obtained using the moment equation described in (39). That
these cases tend to be when the data are nearly Rayleigh is evi-
dent from the change in acceptance percentages seen in Table I
when only those data yielding an MME solution are considered.
In this case, a slightly higher percentage of the data are well fit
by the K-distribution and slightly smaller percentage are well fit
by the Rayleigh distribution. Based on the acceptance percent-
ages shown in Table I, the K-distribution is accepted as a good
model for these data and it is noted that a significant portion of
the data are Rayleigh-like.

C. Real Data Analysis

Based on the model developed in Section HI-A, it may be
hypothesized that the effective number of scatterers parameter
() of the K-distribution is proportional to the area of the range-

2The p-value is the probability that a data sample would be rejected when it
should be accepted as being well fit by the model under consideration.

bearing resolution cell. As such, if the beamwidth of the sonar is
doubled, then a should also double, regardless of the density of
scatterers as long as they are uniformly placed within the range-
bearing resolution cell. This latter point implies that the effect
should occur for all the data observed, regardless of whether
they are non-Rayleigh or Rayleigh-like.

The beamwidth of a sonar approximately doubles when the
array size is halved. The same effect may be accomplished by
coherently summing adjacent beams. As previously mentioned,
the towed-array data have been spatially filtered into 54 beams
that overlap at the 3-dB down points of their beampatterns
at 900 Hz. The transmit waveform being analyzed ranged
from 450 to 700 Hz, at which frequencies the beampatterns of
adjacent beams overlap, respectively, at the 0.75- and 1.8-dB
down points. A beampattern having width equal to the com-
bined width of the individual beams may be formed without
significant destruction of the mainlobe by coherently summing
every other beam at the spacing described above. This does
result in a ripple in the mainlobe with less than a one decibel
height at 450 Hz and less than a two decibel height at 700 Hz.
To illustrate this beam-summing, the beampatterns of three of
the original beams near broadside to the array and the summed
beam they form are shown in Fig. 4. From this figure, it may be
seen that the width of the broadside beam at 700 Hz is 2.6°. At
450 Hz, the broadside beam is 4.1° wide.

The shape parameter of the K-distribution is estimated from
either the original beam data or the summed beam data after
matched filtering and normalization. For each beam, the data
are separated into windows that are 500-samples long (at a2 sam-
pling rate of 250 Hz this is 2 s of data) with an 80% overlap. For
the ith window on the jth beam of the pth ping, call this es-
timate & (p, ¢, ) where the index k indicates the span of how
many original beams the beam-sum is formed over (beam-spans
of k =1,3,5,7, and 9 are analyzed). The MME, as described
in Appendix B, is used to estimate the K-distribution shape pa-
rameter. The estimates of the shape parameter from the single
ping of data mentioned in the previous section are displayed in
Fig. 5 in the form of histograms for each of the beam-spans.
As expected, the data exhibit a trend toward higher values as
the beamwidth increases. On the figure, this is evident from
the median, mean (which was trimmed by removing the largest
and smallest 0.5 percent of the values), and the quantity of es-
timates that exceed 50. It is also clear that there is wide range
of values observed on this single ping, indicating that the den-
sity of scatterers (i.e., frequency of occurrence) varies within
the geographic region represented by this ping. To remove this
variability, the ratio of the estimated shape parameters on the
summed beams to that estimated on the individual beams is
formed for each individual data window

.. ék ) i, j
Ak(pa 4L .7,) = ':—'(’p——];')" (20)
011(17, %7 )
where j/ = 4, ..., 7 + k — 1 represent the original beams that

span the beamwidth of summed beam j. An average value is
formed for each ping and beam sum

< 1 o
Ak(p) = = > Balp i 4, 5) @n

45,3
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Fig. 5. Histograms of the estimates of the K-distribution shape parameter from a single ping for various beamwidths. The expected trend toward higher values of
« as beamwidth increases is evident in the mean, median and number of estimates exceeding 50.

is large, it is difficult to accurately estimate its value even when

where the summation is over the m cases of the indices (i, 7, )
an efficient estimator is used and the MME is not likely to be

such that the method moments estimators provide shape param-
eter estimates for both the individual and summed beams and the  efficient.

estimates satisfy éx(p, %, ) < 10% and &, (p, 4, §') < 10%. Ex- The change in the shape parameter predicted by the model
tremely large estimates of « are discarded because of their high  is exactly the change in beamwidth. This is formed in a similar
variability. As shown in Appendix B, the Cramér-Rao lower manner to how the change in the shape parameter is estimated
bound (CRLB) for the variance of any unbiased estimator of ris  from the data, by taking the average of the change in beamwidth
well approximated by o?, especially for large . Thus, when o between the summed beams and each of the individual beams
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for all of the summed beams. Despite the fact that beamwidth
varies with arrival angle, the ratios of the beamwidths of the
summed and individual beams do not vary significantly. These
average ratios are computed for the edges of the frequency band
of the transmit waveform (450 and 700 Hz) and also for the peak
power frequency of the source (600 Hz) and shown with the av-
erage change in the estimated shape parameter of the K-distribu-
tion in Fig. 6. In the figure, it is seen that the estimated changes
Ax(p) fall very close to the predictions and that the average
value over all pings has a slope similar to that predicted for the
450 Hz case, but is biased high. This may be explained by first
noting that the expected change (20) is formed from the ratio of
two random variables, say A = X/Y. Assuming that both X
and Y are positive random variables, it can be shown through the
use of Jensen’s inequality [36] that E[A] > E[X]/E[Y]. This
result also requires that the two random variables in the ratio be
independent, which is not the case with the real data analyzed.
However, for the minimal dependence that is expected, the re-
sult should be approximate and does proffer an explanation for
the bias seen in the data.

The data shown in Fig. 6 are also seen to increase in variability
as the beam-span increases. This may be the result of variability
induced by nonstationarity in the frequency of occurrence of
scatterers on the bottom over wider angles or may arise from
the increased variability of shape parameter estimates when «
is large. The latter of which is expected to occur more often
for larger beamwidths (i.e., larger range-bearing resolution cell
sizes) and when the data are nearly Rayleigh distributed (which
is known to occur frequently in this data set).

The close similarity between the estimated and predicted
change in the K-distribution shape parameter indicates that,
within our ability to estimate it, the shape parameter is pro-
portional to the beamwidth of the towed-array receiver. This
also implies that a K-distribution model assuming a finite

number of scatterers with the shape parameter tied to the
number of scatterers in a sonar range-bearing resolution cell
can provide more realistic simulations or predictions of sonar
system performance as a function of system parameters such
as beamwidth (shown here) and possibly bandwidth when the
reverberation data are known to be non-Rayleigh.

V. CONCLUSION

In this paper, the statistical distribution of reverberation
resulting from two plausible scenarios for sea-floor scattering
has been examined. Sea floors composed of exponentially
sized individual scatterers were considered as well as those
comprised of homogeneous patches that have exponential size
and are dominated by interface scattering. In both cases, the
matched filter envelope was found to be K-distributed with
the shape parameter related to either the number of scatterers
or the number of patches and the scale parameter related to
the average size of the scatterer or patch and backscattering
coefficient. The models were developed using a finite number
of scatterers or patches, in contrast to the more traditional
asymptotic derivation of the K-distribution that requires an
infinite number of scatterers. The importance of this lies in the
ability to link the reverberation envelope distribution to measur-
able geo-acoustic properties in conjunction with the lens with
which they are viewed (i.e., the sonar system). To illustrate this,
low-frequency active sonar reverberation data were analyzed
in terms of the shape parameter of the K-distribution and the
beamwidth of the towed-array receiver. The analysis confirmed
that, as predicted by the finite-number-of-scatterers model, the
shape parameter of the K-distribution is proportional to the
array beamwidth, even when the data were well described by
the Rayleigh distribution (i.e., a large number of scatterers in
each range-bearing resolution cell).
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The relationships presented in this paper provide the founda-
tion necessary for solving several important problems related
to the detection of targets in non-Rayleigh reverberation in-
cluding both environmentally driven concerns and signal pro-
cessing issues. Some of the former include prediction of the
reverberation induced envelope probability distribution func-
tions from measured geo-acoustic data as well as consideration
of more complicated sea-floor scattering and multipath prop-
agation scenarios. Signal processing issues that may now be
addressed include the development of optimal and suboptimal
detectors and system performance evaluations that account for
non-Rayleigh reverberation such as evaluating the trade-offs be-
tween improved SNR derived from an increase in the transmit
signal bandwidth and the concomitant increase in false alarms
resulting from heavier reverberation distribution tails.

APPENDIX A
SUFFICIENCY OF THE ENVELOPE FOR CIRCULARLY
SYMMETRIC REVERBERATION

Let the complex envelope of an active sonar return be com-
posed of a target component and interference (reverberation or
clutter, and ambient noise)

X=Ae+2Z (22)
where A and 6 are the amplitude and phase of the target echo
and Z is the complex envelope of the interference. Equation
(22) may be obtained from (4) by setting t = 7o and grouping
the latter terms into Z, which is assumed to have a circularly
symmetric PDF; that is, if Z = U + jV then

fU'v('u,, v) = fu'v('u2 + ’112).
Sufficiency is typically shown using the Neyman factoriza-
tion theorem [37] where the PDF is factored into two terms, the
first one depending on the statistic to be proven sufficient and
the parameters for which it is sufficient and the second term
only depending on the data. The random variables in (22) are
A, 8,U = Re{Z}, and V = Sm{Z}. Conditioning on A and
g, the joint PDFof X = X, + jX; is
fx(@r, 7| A, 0) = fuv(z, — Acosf, z; — Asinb)
= fuy (& — Acos8)? + (z; — Asin6)?)
= fuv (A2 + 22 + 2% — 2Az, cos§ — 2Az; sinb)

= fuv (A2 + :1:3 + :z:? - 2A‘/:1:Z + z? 003(9—,6)) (24)

where 3 = arctan(z;/z, ). Now, if § is assumed to be indepen-
dent of A and uniformly random over (0, 27) then

fi(@r, 2i) = Eap[fx(2r, zi]4, 0)) .

(23)

27
= 51; E4 [ fuv (A% + % — 24y cos(8 — ) d()]
0
1 2w
= '2-; EA [ fU'V (A2 + y2 - 2Ay COS(G)) d&]
0
1 o0 2
== / fa(a) fuv (a® + ¥ — 2ay cos(f)) df da
2T Jo 0

(25)

where y = /%2 + 2. Clearly the joint PDF of X =X, +
7X; can be described as only depending on (z., ;) through
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the envelope y = /22 + z2. Thus, f3(z,, =) can be factored
so that the envelope Y = | X| is seen to be a sufficient statistic
for target parameters required to define f4(a) and interference
parameters required to define fy,v(u, v).

By making varying assumptions about the distribution on the
target amplitude, the common Swerling target models [38] may
be obtained. When fa(a) = 6(a — ag), then the target has a
constant amplitude A = ag and the nonfluctuating or Swerling
0 target model arises. When A is Rayleigh distributed the target
component Ae’® is a zero-mean complex Gaussian random vari-
able, which produces the fluctuating or Swerling 1 target model.
Sufficiency of the envelope may also be shown for the one-dom-
inant-plus-Rayleigh Swerling 3 target through a similar proce-
dure.

APPENDIX B
ESTIMATION OF THE K-DISTRIBUTION SHAPE PARAMETER

Considering the PDF of (7), estimation of « and A for the
K-distribution certainly seems to be a formidable problem.
Ward [31] provided an empirical formula for a based on
the grazing angle and cross-range resolution of a vertically
polarized radar. Raghavan [39] proposed an estimator based on
approximating the K-distribution by a gamma distribution. The
estimators resulted in a form depending on the arithmetic and
geometric sample means that perform well when the K-distri-
bution is distinctly non-Rayleigh. Joughin et al. [40] presented
an analysis of maximum likelihood estimators (MLE) for the
parameters obtained through a numerical maximization of the
likelihood function. They compared the MLE to Raghavan’s
method [39] and method of moment estimators based on either
the first and second or second and fourth moments. Simulation
analysis showed that the MLE performed best when o was
small with Raghavan’s method being nearly equivalent and that
when a is large the MME using the first two moments performs
best with the MLE being nearly equivalent.

Because the maximum likelihood techniques require numer-
ical optimization routines and evaluation of Bessel functions,
they are computationally intensive and therefore inappropriate
for evaluation of large data sets. The MME:s are relatively quick
but suffer from a nonzero probability of not returning a solution.
Despite this failing they are used in the data analysis presented
in Section IV because they require significantly less computa-
tional power than the maximum likelihood based techniques. In
this section, the MME that is employed is described and an ap-
proximation to the CRLB is derived for the shape parameter and
seen to be well approximated by a?.

A. MME

Based on the results of Joughin et al. [40] MME using the
first two moments is recommended. This estimator provides an
acceptable trade-off between performance and cost of imple-
mentation. Let the matched filter envelope data used to estimate
the K-distribution shape parameter be Y7, ..., Y,. Define the
sample moments of the envelope as

o
i=1

(26)

i

m; =
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and
@7

me=1 Y%7

t n i=1 o

The moments of the matched filter envelope following a K-dis-

tribution are easily obtained from the product form of the K-dis-
tribution [10]

) ) i\ T (a+3)

il = )\i/2 S el Al 74
E[Y] =) r(1+2) T(a) (28)

Matching the second moment results in choosing
mqe = A 29)

which, when solved for A and substituted into the relationship
for the first moment results in

1 [amy T (a + %)
™M=V« e (30)
or, equivalently
me _ 4al?(a) a1

mi 2 (a+1)

Owing to the gamma functions, no closed form solution for a is
obtainable. Defining the function

4al?%(a)

" (ar ) o

h(a) =
it can be seen that (31) will be satisfied when g (a) = 0 in the
function

M2

-1
g(@)=[h(e)-1]7" - [~ - 1] . (9
m}
The function g () is chosen because it is numerically stable for
a wide range of . The method of moments estimate of a may
then be obtained through use of a Newton—Raphson iteration
{41] to find the root of g (a). The iteration is

. 9(&)
ai=a- S 34
which requires the derivative
/ —a h(e)
g (a) = )= 1 {1+2a[p(a) -y (a+3)]} B9
where
_ o)
Y(a) = T(a) (36)

is the digamma function [17]. Note that for large & most algo-
rithms evaluating the gamma function will have problems. Ap-
plication of Stirling’s approximation [41] to the gamma function
results in

Ml@) 1| e
Tletd)  va [(1+5)"

which should be used for & > 20.

} [1 + m] 37

A reasonable initial estimate of « is obtained by using the ap-
proximation of (37), without the third multiplicative term, in the
natural logarithm of (31). Applying a second order approxima-
tion to log(1+ (1/2a)) ~ (1/2a) — (1/8a?) then results in the

starting point
a= l lo T2 -
1 %®\1mz )|

After the Newton—Raphson iteration has converged, A is es-
timated according to (29)

A==

(38)

mz
a

Examination of the function h(a) reveals that it approaches
infinity as & — 0 and monotonically decreases to 4/m as & —
oo. Thus, in order for there to be a positive solution to (31),
mg/m3 > 4/n. Unfortunately, there is a nonzero probability
that this inequality is not met and therefore no solution exists.
As might be expected, this happens more frequently when «
is high and/or the number of samples used to estimate the mo-
ments is small. The problem is surmounted either by obtaining
the numerically more intensive maximum likelihood estimate
or by accepting either a large « (e.g., & = 100) or the Rayleigh
distribution as an approximate fit.

(39)

B. CRLB for K-Distribution Shape Parameter

The CRLB provides a means for establishing the best per-
formance a parameter estimator may achieve [37]. Specifically,
it provides a lower bound on the variance of an unbiased esti-
mator. If the matched filter envelope data Y are K-distributed
with PDF fy (v; o) as described in (7) but with the dependence
on « made explicit, then the Fisher information of ¥ with re-
spect to «, which is inversely proportional to the CRLB, is

9 2
J(a) = {50- log fY(Yla)} ] (40)
and the CRLB is

where & is an unbiased estimator of the shape parameter (i.e.,
E[&] = a) and n is the number of independent samples of ¥’
that are used to form é.

Noting that ) is a scale parameter, it is straightforward to see
that J(c) is invariant to A. Thus, the Fisher information need
only be determined for A = 1, which leads to the PDF

fy(yla) = y* Ka-1(2y)

the log-likelihood function

5o “

log fy(yla) = alogy—logI'(a)+log Ko—1(2y)+log4 (43)

and its derivative with respect to «

8 e1(2
55 108 fulyla) = logy ~ T(a )) Koo 1(2(1/)y)
&
= logy — (a) + %;(12(;)1!2 “44)
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where 1(a) is the digamma function [17]. The third term in (44)
may be obtained by approximating K,_1(2y) when « is large
and positive [17]

o — 2
Koy(2g) ~ 2= 1) [1 v

2t | {a-2)(a-3)
The partial derivative of (45) with respect to o, normalized by
Ka-1(2y), is then

2 Ka-1(2y) _ y?
Kory) ””("‘“”“"g“’°g[1’(a—2)(a~3)]

y*(2a ~ 5)(a — 2)"2 7

(e ~3) [1 - =ty

2
zq/;(a—l)—logy-k%i (46)

a—3
] . (45

where the final result is obtained by assuming that o > 1,
a > y, and log(1 — §) ~ —§ for small §.

Inserting (46) into (44) and then (40) and noting that (a) —
(a — 1) = 1/a for large a, the Fisher information is seen to
be approximated by

J(a) o 2E (—’; - 1)2]

2 _ 21)2
L B[ - Ba)’]

E[Y?]?
where SI(c) is the scintillation index (i.e., the variance of the

matched filter intensity divided by the square of the average
intensity). For the K-distribution, the scintillation index is

= o 2SI(a) 47

=

Sl(a)=1+2 48)
[

which is approximately one for large « (i.e., when the K-distri-
bution is near the Rayleigh distribution).
The CRLB is then approximately

2 2

24 «

n{l+ 2) “n
for large a which implies that it is harder to estimate o when
the K-distribution is nearly Rayleigh (i.e., when the two param-
eter model is well described by a one-parameter model). Numer-
ical evaluation of the CRLB through Monte-Carlo integration of
(40) with a first order difference approximation to the derivative
with respect to « confirmed the above approximation as accu-
rate for large a.

CRLB ~ (49)
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Reverberation Envelope Statistics and Their
Dependence on Sonar Bandwidth and
Scattering Patch Size
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Abstract—Increasing transmit waveform bandwidth in an
active sonar-system results in an increase in the signal-to-rever-
beration power ratio in reverberation-limited environments, but
also changes the probability density function of the reverberation
envelope. A recent model that relates a description of the sonar
system and environment to the parameters of the K -distribution
(1] predicts that the shape parameter (a) is proportional to
range, beamwidth, and the density of scattering patches on the sea
floor and is inversely proportional to bandwidth. In this paper,
the bandwidth relationship is examined with real data from a
low-frequency active sonar system with a towed array receiver.
The inverse proportionality is observed at low bandwidths as a
trend away from a Rayleigh-distributed envelope (decreasing o)
as bandwidth increases. However, a trend back toward Rayleigh
reverberation (increasing ) is observed as bandwidth continues
to increase. Hypothesizing that the increase in « arises from over-
resolving scattering patches in range and not in angle, the model
of [1] is extended to account for patch size relative to that of the
sonar-resolution cell. The shape parameter of a moment-matched
K -distribution derived from the extended model is then seen to
provide a good fit to that estimated from the data.

Index Terms—Bandwidth, clutter, K-distribution, non-Rayleigh,
reverberation, sonar.

I. INTRODUCTION

N order to combat increased reverberation power levels in

shallow-water operational areas, active sonar systems are
being designed with higher bandwidth transmit waveforms and
larger receiving arrays. Both of these improvements have the ef-
fect of limiting the contribution of reverberation in each range-
bearing resolution cell of the sonar by decreasing the cell size
and thereby increasing the signal-to-reverberation power ratio
[2}, [3]. Unfortunately, this can also have the effect of changing
the statistical distribution of the reverberation-induced matched
filter envelope from the traditionally assumed Rayleigh proba-
bility density function (pdf) to one with heavier tails and, there-
fore, a higher probability of false alarm (1], [4], [5]. In order to
appropriately simulate or predict the performance of an active
sonar system in the presence of such non-Rayleigh reverbera-
tion, physics-based models are necessary that accurately reflect
the changes in the reverberation envelope pdf as a function of
sonar system and environmental parameters.
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Of the few physics-based models (e.g., Rayleigh distribu-
tion, K -distribution [6], [7], Crowther’s model [8], Middleton’s
KA-distribution [9], or McDaniel’s model [10]) only the K -dis-
tribution allows for the analysis of the reverberation envelope
pdf as a function of sonar system or environmental parameters
[1). It was proposed in [1] that reverberation be described as
arising from a finite number of scattering patches that domi-
nate the background, with each having a Gaussian distributed
response and an exponentially distributed size. The resulting
matched filter envelope was shown to be K -distributed despite
the Gaussian response of each individual patch. A “patch” may
consist of a rough rock outcrop, a buried river channel, a shell
bed, or any small area on the sea floor with acoustic scattering
properties that are substantially different from its surroundings
[11]1-[13].

In [1], the shape and scale parameters of the K-distribution
were related to the number of patches within the sonar’s
range-bearing resolution cell and their average size. The shape
parameter of the K-distribution (a), which describes how
Rayleigh-like the reverberation envelope pdf is, was found to
be equal to the number of patches in the sonar’s range-bearing
resolution cell and, therefore, proportional to the beamwidth
of the sonar and inversely proportional to its bandwidth. An
analysis [1] of data taken during the NATO SACLANT Un-
dersea Research Centre’s SCARAB 1997 sea trial illustrated
the beamwidth relationship. In this paper, the bandwidth
relationship is examined. As seen in Section II, the shape pa-
rameter of the K -distribution, as estimated from the SCARAB
1997 data, initially decreases as bandwidth increases, but then
begins to increase, contrary to the expectation of the model in
[1]. In Section III, it is hypothesized that this may arise from
overresolving some of the patches in range, although not in
angle. The model of [1] is then extended to account for the size
of the patch relative to the sonar range-bearing resolution cell
and is seen to exhibit a trend toward larger values of the shape
parameter when bandwidth is increased beyond the point of
overresolving the patches in range. In Section IV, the model is
seen to provide a good fit to estimates of the shape parameter
obtained from the SCARAB 1997 data as bandwidth increases.

II. BACKGROUND

The model developed in [1] describes reverberation as arising
from a finite number of patches within each range-bearing res-
olution cell of the sonar that dominate the local background.
The response of an individual patch is assumed to be Gaussian

0364-9059/04320.00 © 2004 IEEE
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distributed as a result of either interface scattering or scattering
from a multitude of point scatterers; however, owing to its expo-
nentially distributed size, the overall response has heavier tails
than the Gaussian pdf (or the Rayleigh pdf when considering the
matched filter envelope). The complex matched filter output for
a single range-bearing resolution cell is described as

Z=3 VB m
=1

where n is the number of patches and B; is the area of the
ith patch. The term Z; represents the Gaussian response of the
ith patch and is zero-mean complex Gaussian distributed with
variance o2, which is the backscattered power per unit area.
Note that ¢2 may depend on both frequency and grazing angle
[14]-[16]. Assuming that the patches have exponentially dis-
tributed sizes with mean E[B;] = p, the resulting matched filter
envelope Y = |Z| is K -distributed with pdf

where K, (-} is the Basset function (i.e., a modified Bessel func-
tion of the third kind) [17] with order v, A is a scale parameter,
a is the shape parameter, and the power is E[Y%] = o). As the
shape parameter of the K -distribution increases, the envelope
pdf tends toward the Rayleigh pdf, while smaller values of o
are representative of severely non-Rayleigh reverberation.

In [1], the shape parameter of the K -distribution was related
to the number of patches in the sonar’s range-bearing resolution
cell (n) according to

a=n 3)
and the scale parameter related to the average patch size through
A= pol. @

Thus, a large number of patches in the sonar-resolution cell re-
sults in a large value of « and Rayleigh-like reverberation and a
small number produces heavier-tailed reverberation. Assuming
that the patches are located in a uniformly random manner on the
ocean floor, the number of patches in a resolution cell should be
proportional to the beamwidth of the sonar’s receiving array and
inversely proportional to the bandwidth. This leads to the expec-
tation that increasing bandwidth will result in a proportionately
smaller shape parameter of the K-distribution and, therefore,
heavier tails and a higher probability of false alarm.

As a motivating example, estimates of the K-distribution
shape parameter from one full ping of data are shown as
bandwidth is varied in the form of histograms in Fig. 1. The
data are from the SCARAB 1997 sea trial [18], which was
organized and led by Dr. C. Holland and sponsored by the
NATO SACLANT Undersea Research Centre, La Spezia, Italy.
The details of the experiment and data analysis are given in
Section IV. For each bandwidth, a histogram is formed from all
of the shape parameter estimates obtained from a single ping.
A decreasing trend in the shape parameter estimates is clearly
observed as bandwidth is increased from 0.5 Hz to approxi-
mately 8 Hz, beyond which the trend is toward higher values.
Thus, as bandwidth increases, the data appear to become more
non-Rayleigh at first but then tend back toward the Rayleigh
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Fig. 1. Histograms of the estimates of the K -distribution shape parameter
from a single ping for various bandwidths. The expected trend toward lower
values of « as bandwidth increases is evident at the lower bandwidths, but does
not persist as bandwidth continues to increase.

Cross range is

50 m
Sonar
resolution B ‘
cell —— . —— JA=3m
10 km Range

Receive array
beamwidth

Fig. 2. Typical sonar-resolution cell illustrating asymmetry between down-
and cross-range extents.

distribution, contradicting the expectation that they continue to
become more non-Rayleigh.

The relationships of (3) and (4), which lead to the expecta-
tion that reverberation continues to become more non-Rayleigh
as the sonar-resolution cell size is reduced (e.g., by increasing
bandwidth), were derived under the assumption that all of the
patches are always fully within the sonar’s range-bearing reso-
lution cell. In this paper, these relationships will be referred to
as the unresolved patch model. Sonar systems using high-band-
width transmit waveforms or large aperture arrays (e.g., as ob-
tained through synthetic aperture sonar processing) may violate
this assumption, so the model of [1] could break down when the
resolution cell is on the order of the average patch size. It is hy-
pothesized that the “bandwidth effect” (illustrated in Fig. 1) of a
trend away from Rayleigh reverberation followed by a reversal
back toward Rayleigh reverberation with increasing bandwidth
is the result of overresolving scattering patches. Owing to the
asymmetry between the down- and cross-range extents of the
sonar range-bearing resolution cell for a towed array receiver,
as illustrated in Fig. 2, the patches are more likely to be over-
resolved in range than in angle. For example, a sonar system
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Fig. 3. Square and elongated patches and sonar-resolution cell small enough
to overresolve the patches.

with an array receiver with a two-degree beamwidth (similar
to the towed array used in the SCARAB sea trial at broadside)
and a 250-Hz bandwidth transmit waveform will have a 3-m
down-range extent and a 350-m cross range at 10 km. In the
following sections, the model of [1] is first extended to account
for patch size and is then compared to estimates of the shape pa-
rameter obtained as a function of bandwidth from the SCARAB

1997 data.

III. MODELING—ACCOUNTING FOR PATCH SIZE

Accounting for the size of the patch with respect to the
sonar-resolution cell in (1) will affect the contribution B; by
limiting it when the patch is larger than the resolution cell.
Additionally, the number of patches in the sonar’s resolution
cell depends on the average patch size, although only signifi-
cantly so when the patches are not fully within the resolution
cell. When the sonar-resolution cell begins to overresolve the
patches, the number of patches may not decrease proportion-
ately with the resolution cell size; that is, n and, therefore, «
may no longer be inversely proportional to bandwidth W. In
this section, both of these mechanisms are considered and seen
to contribute to the “bandwidth” effect.

In order to evaluate the effect of patch size on the reverbera-
tion envelope statistics, we must assume a shape for the patches.
First, consider a square patch, as depicted in Fig. 3, with size
(area) S;, which is exponentially distributed with mean p and
pdf

fs(s) = l-lze"ﬁ for s>0. )

Let the down-range extent of the range-bearing resolution cell
be A, defined in meters. If ¢ is the speed of sound in meters per
second, then
c

A — 6
W (6)

where W is the bandwidth of the transmit waveform in Hertz.
When the down-range extent of the sonar-resolution cell is
smaller than a patch, the effective area of the patch in the reso-
lution cell is reduced. For the square patch, the effective area

becomes B; = A+/S; when it is overresolved and remains
B; = S; when it is not overresolved or, equivalently,

B; = /S; min{A, V/S;}. Q)
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The manner in which the patch area is limited can play a sig-
nificant role in determining the statistics of the reverberation
envelope. Suppose that the patch has shape and orientation with
respect to the sonar-resolution cell such that it is elongated, as
illustrated in Fig. 3, and therefore suffers significant reduction
when overresolved. This may be approximated by generalizing
(7 to

B; = $7min {A, 5177} ®)
where p = 0.5 represents the square patchand 0 < p < 0.5
represent patches that have been elongated in range. Elongation
in range may arise as a result of the orientation of nonisotropic
patches (e.g., megaripples, exposed ridges, or buried river chan-
nels) or by acoustic propagation through a shallow-water en-
vironment where the response of a patch is spread over sev-
eral multipath arrivals making its down-range extent seem larger
than the actual size. The generalized form of (8) affords control
over the rapidity with which the effect of the random size of a
patch is limited when it is overresolved in range with a smaller
value of p, resulting in a very rapid limitation. Such a model
may provide an adequate approximation to the response of dif-
ferent patch shapes and orientations.

In the following sections, the effect on the reverberation en-
velope statistics that arises from accounting for patch size in the
number of patches and the contribution of each patch is eval-
uated using the generalized patch shape model, represented by
(8), where the down-range extent of the patch is assumed to be
S177 when the patch has area S;.

A. Average Number of Patches

Suppose that m patches are placed in a large area in a
uniformly random fashion. We wish to determine the average
number of patches that contribute to a particular range-bearing
resolution cell of length A under the assumption that it is
not possible to overresolve the patches in bearing (i.e., the
beamwidth of the sonar is such that the cross-range extent of
the resolution cell is large compared with the average patch
size). The problem then simplifies to one dimension (range)
with the patches falling uniformly in the large interval, within
which the sonar-resolution cell occupies a small part. Without
a loss of generality, let the sonar-resolution cell (length A) and
the large interval (length a) be centered at the origin. Thus, the
resolution cell covers the interval (—(A/2), A/2) and resides
in the larger interval (—(a/2), a/2).

Suppose that the ith patch is centered at X; and has down-
range extent Si1 ~P, as shown in Fig. 4. The actual number of
patches that contribute to the range-bearing resolution cell is a
binomial (7, v) random variable where v is the probability that
there is an intersection between the patch and the sonar-resolu-
tion cell. As expected, this results in the Poisson distribution as
m — o0 so long as the product mv tends to a constant greater
than zero as n — oo. The quantity in which we are interested
is the average number of patches in any given cell, mv, as a
function of the cell size A and the average patch size u. The
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Fig. 4. Down-range extent of the ith patch relative to sonar-resolution cell (—(A/2), A/2) and large interval containing all patches (—(a/2), a/2).

probability of a patch contributing to the sonar-resolution cell
may be described as

§}® A A
V= PI’{X - 2 —2—' X; > E}
sk A A
P{X+ D) >—'—2—\Xi<—-2—}
Pr{IXiI < i;-} ©

With X; being uniformly distributed on (—(a/2), a/2), the third
term is easily seen to be

A A
Pr{lX,-l < 5} = (10)

Owing to symmetry, the first two terms of (9) are equal. There-
fore, we focus on the first term and define the event A* as the
occurrence of {X; > (A/2)} and note that X; given At is
uniformly distributed on (A /2, a/2). Recalling that S; is expo-
nentially distributed with mean g and conditioning on both X;

and At
Pr {X - 512_" = X,-,A+}
o (e
_ e tl(xi-4)) (11

whereg =1 —p.
The conditioning over X; is removed by taking the expecta-
tion over X;|A*

q
——%v(q, ) (12)

where y; = ((a—A)Y9)/pu, the pdf of X;|A*,is2/(a—A) for
z € (A/2,a/2) and v(q, y) is the incomplete gamma function
[19] of order ¢ and argument y.

Defining p = A/a and assuming that p is small (e.g., by
letting @ — oo to remove the edge effects of the large field of
patches), the probability of a patch contributing to the sonar-
resolution cell is seen to be

_A qut
V= a +2(a A) (‘Lyl)

quip
=p+ 2——"t—7(q,
ARG _p)'r(q Y1)

oo

=p (1 + %) (13)

where the limit v(g, v1) — I'(g) as a — oo has been used and

A

T wl(g+1) a9

is the ratio of the range-resolution cell size to the average patch
down-range extent (E[ST] = (g + 1)).

The average number of patches may then be evaluated by
inserting (13) into n = mv, yielding

n=mp (1 + %)
=p0A (1+§) (15)

— WT(q + 1)B5 (1 + %) (16)

where 8 = m/a is the rate of occurrence of the patches (in
this case, the number of patches per meter down range). Exam-
ining (15), it is seen that when 6 is large, the average number of
patches is directly proportional to the size of the range-bearing
resolution cell and the size and density of the patches. However,
as 6 decreases, the dependence of n on the sonar-resolution cell
size diminishes, which is seen in Fig. 5 where n normalized by
BuIT(g + 1) is plotted against 6~ (which is proportional to
bandwidth) for the elongated patch and also for the unresolved
patch model. Under the latter model, the number of patches con-
tinues to decrease with 6.

Thus, accounting for the size of the patches in the average
number of patches in a resolution cell cannot alone account for
the observed increase in the shape parameter that is observed in
the data as bandwidth increases. In the following section, it is
seen that this occurs as a result of limiting the contribution of
each individual patch when it becomes overresolved in range.




130

n

BT (g +1) o
\,
Unresolved .
Al patch mode Em::‘ —— ]
n = FA \-\.____
r = ﬁu'f‘(9+l)7\ 1

' )
10% 10" w' 10

o= lrern)

Fig. 5. Average number of patches in a resolution cell normalized by patch
density (3) and average down-range extent (4 9I'(g + 1)) as a function of 6~ *,
which is proportional to bandwidth.

B. Individual Patch Contribution

When a patch is larger than the sonar-resolution cell, its con-
tribution will be spread across several resolution cells. This may
be accounted for in the complex matched filter output of (1) by
replacing B; with the appropriately limited patch contribution,
as in (8). If the resolution cell is very large as compared with the
patches (A > ul'(q + 1) = E[S]]), then B; = S;, approxi-
mately, which leads to a K -distributed matched filter envelope
following [1). However, when A is on par with , the matched
filter envelope is not necessarily K -distributed. The derivation
of the envelope pdf for the case of (8) is not straightforward
analytically, although it may be possible numerically by using
Hankel transforms [20]. Thus, we are forced to consider alter-
native means of evaluating the shape and tail behavior of the eh-
velope pdf. To facilitate a comparison with real data, where the
shape parameter of the K -distribution is used to describe how
far the reverberation envelope pdf is from the Rayleigh distri-
bution, higher order moments are used to obtain the shape and
scale parameters of a K -distribution with identical moments.
This may be further justified by the fact that the envelope pdf
tends to the K -distribution as A becomes large with respect to
bt (eg. 6 = (A/(uT(g + 1)) — oo).

The odd moments of the matched filter envelope (i.e., E[|Z|]
wheni = 1,3,5,...) are quite difficult to obtain in terms of the
moments of the patch sizes. Fortunately, the even moments are
tractable. Owing to the independence of the patch contributions,
the second moment is easily seen to be

mz = B [|2]%] = no?ElB] (17)

where B represents the contribution of an individual patch and
has pdf fp(b). Obtaining the fourth moment requires more ef-
fort. Expanding |Z|* into the product ZZ*ZZ* and then ex-
tracting the four summations results in

my=E [|Z|4]

Z E[V/B:B.B(B, ]E[ Lz

i,k,lm=1

L] as)
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where the expectations involving the patch sizes and their com-
plex Gaussian responses are separable because they are indepen-
dent. Assuming that Z; and Z; are independent if i # k, that
E[Z;] = 0 and that E[Z?] = 0 (which arises from the complex
Gaussian nature of Z; and requires the real and imaginary parts
of Z; to be independent, zero mean, and have equal variance
[21]), then the latter expectation over the Z: terms will be zero
except when

e 1 = k = | = m, which happens n times;

* i = kandl = mbuti # [, which happens n(n — 1) times;

* i = mand! = kbut: # [, which happens n(n — 1) times.
Noting that E[|Z;|?] = o2 and E[|Z;|*] = 20* and exploiting
the fact that the aforementioned occurrences are mutually ex-
clusive, (18) may be simplified to

maq =nE[BE [|Z|4]

+2n(n — DEBPE[|2P] ?

=2n0*E[B?] + 2n(n — 1)0*E[B]* (19)

which describes the fourth moment of the matched filter enve-
lope in terms of the first and second moments of the contribution
of an individual patch. To illustrate the use of (17) and (19), sup-
pose that the patches have exponentially distributed sizes with
mean u (i.e., the patches are not overresolved)

t|e-

fB(b) = (20

1
u
which is known to result in a K -distributed matched filter enve-

lope. The first and second moments of B are simply u and 2u2,
respectively, which, when inserted into (17), results in

my =n po?

=a\ @21

where & = n and A = po? are the shape and scale parameters
of the K -distribution as related to the number of patches and
their average size from [1). The fourth moment is seen to be

mg =4nou? + 2n(n — 1)o*p?

=2a(a + 1)A? (22)

which is easily verified using the product formulation of the
K -distribution.

The shape and scale parameters of the moment-matched
K -distribution are the values of « and X that satisfy (21) and
(22). They are obtained by inverting (21) and (22) to obtain
these equivalent parameters (call them & and X) in terms of the
second and fourth moments of the matched filter envelope

2m3
my4 — ng

o= (23)
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and

~ ™My
A-‘—‘TTLz(é-r—;L'g—l). (24)

Substituting (17) and (19) into the above two equations then
provides & and X in terms of the moments of the contribution of
an individual patch

. E[B]?
*=* (@7 57) )
and
X = o%E[B] (%ﬂi) . (26)

The similarity of the matched filter envelope to a Rayleigh pdf
may then be evaluated by inserting E[B] and E[B?] along with
n from (16) into (25). When & is large, the envelope pdf is near
Rayleigh and when it is small, the pdf can have significantly
heavier tails than the Rayleigh pdf.

Eq. (25) also illustrates that even if the individual patches do
not have exponentially distributed sizes (as is assumed in [1]),
the shape parameter of the moment-matched K-distribution is
proportional to the number of patches in the sonar-resolution
cell, which is in turn proportional to beamwidth and range and
inversely proportional to bandwidth as long as the patches are
not overresolved. This result is significant in that changes in the
shape parameter may be predicted as a function of changes in
the sonar-resolution cell size irrespective of the validity of the
exponentially sized patch assumption, as long as the patches are
not overresolved. When the patches become overresolved, the
patch contribution B will change with bandwidth and affect &,
as described in the following paragraphs.

1) Elongated Patches: Using (8), B = SP min{A, 59}, it
is necessary to obtain the first two moments of the limited patch
contribution, where the patch area S is exponentially distributed
with mean p. Noting that Y = S/ is exponentially distributed
with unit mean, the average limited contribution is

E|B] = E [S min{A, 57)]
5 [y 217}

p./y” min {d,, y}?e " Vdy
0

d, .
=p/ye_ydy+,udg/y”e"ydy
0 d,
=p{y(2,dy) + 8T (g + 1)T(p +1,d,)} (27
where
AN? L
t= (%) =+ e’ (8)

and I'(v, z) = T'(v) — (v, z) is the complementary incomplete
gamma function of order v and argument z [19]. The second

moment of B may be similarly found as a function of the in-
complete gamma functions '

E[B?] = E [S* min{A, 57}?]

2 2 . [ A 2
=p*E |Y*’min{ —,Y?
u'l

o0

=pu? /y‘”’ min{d,,y}*%e " Vdy
0

d, 0o
=#2/yze_ydy+ uzdgq/yz”e"ydy

0 d,
=1 {7(3,d)+8* [N(a+ DI’ T(2p+1,dy) } .29)

Insertion of (27) and (29) into (25) and (26) then yields the
equivalent shape and scale parameters in terms of §, the ratio
of the sonar down-range resolution to the average down-range
extent of a patch

sond13d)+ SN+ DPTEp+1,d) |7
(2, ;) + 6T(g + DT (p + 1, d,))*

and

(30)
2= ;1,02 {~(2, dq) +6T(g+ 1) (p+1, dq)}
7(3,d) + 82 [(q + 1))’ T(2p + 1, d,)
x 2 —13. (31)
[(7(2,dg) + 6T (g + 1)T(p + 1,d,)]

As 6 — o0, the terms within the braces of (30) and (31)
go to one and, thus, & — n = e and A\ — po? = A, the
values expected for the K-distribution as derived in [1]. This
corresponds to the case in which the range-resolution cell size
becomes large as compared with the average patch size (i.e., the
patches are fully within the sonar-resolution cell).

When the down-range extent of the sonar-resolution cell be-
comes extremely small (i.e., § — 0), the shape parameter of the
equivalent K -distribution (30), after normalization by n, tends
to a finite (for p > 0) constant greater than one (for p < 1)

lim @ — e +1)
F'2p+1)-T2(p+1)

§-0 M

indicating that the return toward the Rayleigh distribution is lim-
ited at some finite value of & (a Rayleigh distributed envelope
would require & — c0). This implies that increasing bandwidth
eventually results in no change in the envelope pdf, a result that
may affect the maximum bandwidth at which a sonar system
should be operated in terms of its detection and false alarm per-
formance.

The shape parameter of the moment-matched K -distribution
of (30), after being normalized by n, is shown in Fig. 6 as a
function of §=?, which is proportional to bandwidth. When § is
large (the left side of the figure where 61 is small), it is clear
that @ = n, which is expected because all of the patches lie
within the sonar-resolution cell. However, as § decreases (i.e.,
bandwidth increases), the patches begin to be overresolved in
range and it is seen that & becomes greater than n, implying

>1 (32)
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Fig. 7. Shape parameter of the equivalent K -distribution normalized by
BuT(q + 1) as a function of §=*, which is proportional to bandwidth. The
bandwidth effect observed in real data of a decrease and then an increase in the
shape parameter as bandwidth increases is evident in the model.

that the tails of the envelope pdf are lighter than would be ex-
pected for unresolved patches. Thus, the bandwidth effect noted
in Fig. 1 may arise from overresolution of patches in range. It is
also interesting to note that, irrespective of p, once &/n begins
to rise above one, it does so at a constant rate that is nearly pro-
portional to 671

C. Combined Effect on the K-Distribution Shape Parameter

The results of (16) and (30) (i.e., Figs. 5 and 6) are com-
bined and illustrated in Fig. 7, where it is seen that the shape
parameter of the moment-matched K -distribution will first de-
crease inversely proportional to bandwidth while the patches are
all within a resolution cell, then increase when they begin to
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be overresolved in range and finally (although not necessarily
monotonically) level off at some finite value. In the large § re-
gion (small 1), the shape of the patches is clearly not very im-
portant, as they are all within the resolution cell. However, as §
becomes smaller (e.g., § < 0.5), the shape of the patches begins
to play a more important role, as can be seen by the spread of the
curves in the right side of Fig. 7. Thus, the exact shape and posi-
tion of the curve when § is small will be difficult to predict; how-
ever, a trend back toward Rayleigh reverberation is clearly iden-
tified for the elongated patch model once the patches begin to
be overresolved. This trend, however, does not continue mono-
tonically to Rayleigh reverberation, as described in the previous
section. Itis interesting to note that the point at which & stops in-
creasing depends on the elongation of the patch with it occurring
at higher bandwidths for more extreme elongation. This effect
most likely arises from the increased proximity of the envelope
pdf to the Rayleigh distribution that occurs when the patches are
more elongated [as evidenced by (32), which increases to oo as
p decreases to zero].

D. Generalization of the Current Model

The model developed in this section may be improved in sev-
eral areas. First, the assumption that the patches dominate the
background may be relaxed to include an additive Gaussian term
reflecting a lower level background, as in [13]. The assumption
that there is only one size scale of patches may be generalized
to include multiple scales or a continuum of scales, although the
latter case may present some difficulties in the derivation of the
pdf or even moments of the matched filter envelope. The band-
width limitations of typical sonar systems may make the con-
tinuumn description unnecessary, although accounting for mul-
tiple scales is sensible and should be mathematically tractable.

A further limitation of the current modeling lies in the lack
of a strict incorporation of the frequency-dependent effects
of the sonar system and scattering. The source and receive
arrays will induce frequency dependencies both spectrally
(varying power level with frequency) and spatially (varying
beamwidths with frequency). As previously mentioned, the
backscattered strength per unit area (02) will have frequency
and grazing-angle dependence. A generalization of the summa-
tion in (1) through a decomposition into K frequencies results
in

n K

Z= Z > VBixZix

=1 k=1

(33)

where the contribution of the ith patch is now B;; with a
Gaussian component Z,-,k with power o2, making the spatial
and spectral dependence explicit. Assuming that there is no
spatial dependence (i.e., that the patches are equally within the
beam at all frequencies) implies B; x = B;, which results in

n K n
2= VBY Zix=Yy VBiZi
i=1 k=1 i=1

(34

which is identical to (1) where the power of Z; is simply
the combined power over the individual frequencies

02 = lec(zl alzc'
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IV. REAL DATA ANALYSIS

The motivating example of Section II illustrated an unex-
pected trend of the K-distribution shape parameter increasing
at higher bandwidths. The previous section hypothesizes that
this may occur as a result of overresolving patches in range. In
this section, more data from the SCARAB 1997 sea trial are ex-
amined and compared to the model developed in Section III in
terms of the K -distribution shape parameter. The sea trial was
performed by the NATO SACLANT Undersea Research Centre
and led by Dr. C. Holland. The data to be analyzed are from
49 pings of a 2-s linear frequency modulated (LFM) waveform
spanning 450-700 Hz, transmitted by the towed vertically direc-
tive source (TVDS) and received by the Centre’s low-frequency
towed hydrophone array comprising 128 elements spaced every
half meter. The data are beamformed, matched filtered, and nor-
malized prior to statistical analysis. '

Further details related to the sea trial and data acquisition may
be found in [1], [18]. Of particular relevance is the result that
97.4% of the data were considered well fit by the K -distribu-
tion based on a Kolmogorov—Smirnov test at a p = 0.05 confi-
dence level [1]. This result implies that the shape parameter of
the K -distribution is an accurate descriptor of the reverberation
envelope pdf. Additionally, owing to the downward refracting
sound velocity profiles measured during the cruise, the rever-
beration data are expected to be dominated by bottom scattering.
Although some of the data are dominated by local shipping (cer-
tain beams at later times in the ping cycles) or may be dominated
by volume scattering, these results are overwhelmed by the ma-
jority of beam-time processing windows that are dominated by
bottom scattering.

A. Bandwidth Analysis

Evaluation of the pdf of the reverberation envelope as a func-
tion of bandwidth from real data requires careful processing of
the data. The following describes the technique developed to es-
timate the shape parameter of the X -distribution from reverber-
ation data arising from a broad-band transmission. Essentially,
the data are band-pass filtered into subbands, which are then
used to estimate the shape parameter. The steps of the process
are described below, along with the results of processing the
SCARAB data.

The input data are assumed to be beamformed but not
basebanded or matched filtered. Only data acquired after the
active sonar transmission and before the transition from a
reverberation-limited to an ambient-noise-limited condition are
processed. In the SCARAB data, this resulted in processing
data from about 3.25 to 10 km in range.

1) Baseband—Form the complex envelope of the reverber-
ation data by frequency shifting by the center frequency
followed by low-pass filtering.

2) Decimate—The complex basebanded data should be dec-
imated so that the sampling frequency is equal to the
bandwidth. It is possible to use data that are oversampled;
however, the procedure is not described herein.

3) Match filter and normalize—Match filter the data and
apply a mean-power level normalizer [e.g., a cell-aver-
aging constant false alarm rate (CA-CFAR) normalizer
[22]] to the complex envelope. Choose the normalizer
window size small enough to capture the variation in the
power level. The result should be a complex sequence
with nearly unit power. A split-window CA-CFAR nor-
malizer was used with leading and lagging windows 0.4 s
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4)

5)

6)

7

8)

(100 samiples for a 250-Hz bandwidth) wide and a gap of
20 ms (5 samples) around the test sample.

Filter data into bands—Filter the normalized matched
filter complex envelope data into m bands using an
m-point discrete Fourier transform (DFT). This results in
a filter -bank of m subbands, each with bandwidth W/m.
Normalize sub-band data—Apply a normalizer (e.g.,
CA-CFAR) to each subband. This is required because
the reverberation may have a varying spectral level with
frequency (e.g., as may be induced by the source trans-
ducer or propagation). When filtering into many subbands
(large m), there may not be many samples in the beam
data for the normalizer, which forces the use of a small
window. A window 100 samples long was used except
when there were not enough samples, in which case a
window using 80% of the available samples was used.
When there is not full overlap between the normalizer
window and the data (i.e., at the beginning and end of the
time sequence), the estimate of the power from the nearest
full window is used. When extremely low bandwidths (or
very short data sequences) lead to small normalizer win-
dows, the resulting poor power estimate can increase the
variability of the envelope data, which will seem like a
departure toward heavier tailed data. This was observed
when a short segment of ambient noise was processed and
seen to be small compared with the trends observed in the
reverberation-limited data.

Estimate the shape parameter—Take the absolute value
of the normalized subband data and estimate the shape pa-
rameter using data from all of the frequency bands over
short windows in range. This is easily accomplished by
reordering the matrix of subband data into a single se-
quence and using overlapping windows of the same size
for all bandwidths. The method of moments estimator, as
described in [1], [23] and [24], was used with a window
2 s (500 samples) long. By sharing data across all bands,
the shape parameter estimate always uses 500 samples
and the same initial data (i.e., the same range window)
to form the estimates for all bandwidths.

Normalize by minimum shape parameter esti-
mate—The shape parameter estimate is expected to vary
as a result of environmental variability (e.g., when the
bottom-scattering properties change) and because the
size of the sonar-resolution cell increases with range
and beamwidth, both of which vary over the ping. This
variability is illustrated in the topmost graph of Fig. 8,
where all of the shape parameter estimates from one
ping of data are shown as a function of bandwidth. In
order to remove this variability, the estimates from each
analysis window are normalized by the minimum value
for the analysis window over all bandwidths, as seen in
the middle graph of Fig. 8.

Average over each ping—The estimate of the shape
parameter can be quite noisy, particularly when it is
large, as evidenced by the Cramer-Rao lower bound on
the variance of an unbiased estimate that is proportional
to a® when « is large [1]. Thus, the normalized curves
are averaged over each ping. Owing to both the vari-
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Fig. 9. Change in the estimated K-distribution shape parameter when the
minima occur at 4-Hz bandwidth. The + marks are the average values from
each ping, the “0” marks are the averages over all pings for data with minima
at the given bandwidth. The change predicted by the elongated patch model
with p = 0.2 is scen to represent the observed data well at low bandwidths
and through the minimum but overestimates the shape parameter at higher
bandwidths.

ability of the shape parameter estimate and the potential
environmental variability (e.g., patches with differing
average size), the minimum in each analysis window
may not occur at the same bandwidth. A histogram of
the location of the minimum in each analysis window for
one ping of data is shown in the bottom graph of Fig. 8,
where it is seen that most of the minima occur at 4-,
8-, and 16-Hz bandwidths. The average is formed only
over the analysis windows having a minimum at one of
these bandwidths. The results are shown, respectively, in
Figs. 9-11, where the expected inverse proportionality
of the shape parameter relative to bandwidth is observed
in each figure for the bandwidths below where the
minimum occurs, followed by a trend upward that is well
fit by that predicted by the elongated patch model with
either p = 0.2 (Fig. 9) or p = 0.1 (Figs. 10 and 11). The
fit is particularly good for Fig. 10 with the minima at
8 Hz. The equivalent shape parameter for the elongated
patch model has been scaled by its minimum and then
shifted on the abscissa so the minimum point aligns with
the minimum bandwidth of the particular figure.

B. Discussion

1) Model Fit: At bandwidths below that achieving the min-
imum in the shape parameter curves, the real data fit the model
quite well in Figs. 9 (4 Hz) and 10 (8 Hz), but not in Fig. 11
(16 Hz), where they seem to follow the data and model with a
minimum at 8 Hz. This most likely arises from the high vari-
ance of the shape parameter estimate causing the minimum to
erroneously occur at 16 Hz rather than 8 Hz. As such, the data
may be shared over multiple bandwidth minima; however, this
will result in a smearing of the data that appears as a lifting of the
normalized minimum above unity. At bandwidths greater than
the minimum point, a slope approximately proportional to
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Fig. 10. Change in the estimated K -distribution shape parameter when the
minima occur at 8-Hz bandwidth. The 4+ marks are the average values from each
ping and the “0” marks are the averages over all pings for data with minima at
the given bandwidth. The change predicted by the elongated patch model with
p = 0.1 is seen to represent the observed data extremely well except at the
highest bandwidths.
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Fig. 11. Change in the estimated K -distribution shape parameter when the
minima occur at 16-Hz bandwidth. The + marks are the average values from
each ping and the “o” marks are the averages over all pings for data with minima
at the given bandwidth. The change predicted by the elongated patch model
with p = 0.1 is seen to overestimate the observed data at low bandwidths, but
represent the data from the minimum through to higher bandwidths well.

bandwidth is observed in Figs. 10 and 11 and the larger spread
expected from the increased dependence on patch shape is quite
evident in Fig. 9.

2) Corroboration of Results: The model—data comparisons
presented in Figs. 9-11 illustrate that the effective number of
scattering patches (&) predicted from a model assuming that
elongated patches are overresolved provides a good approxima-
tion to the observed data, despite the obvious oversimplifica-
tions of the model development. To confirm that these results are

not isolated, a small amount of data from the Office of Naval Re-
search (ONR) Geo-clutter 2001 experiment! were analyzed. A
similar trend in the shape parameter (i.e., a decrease followed by
an increase) was observed as bandwidth increased over a 50-Hz
band for a 2-s LFM transmit waveform spanning 390440 Hz.

To insure that the effect is not an artifact arising from the
signal processing, data were simulated to follow a K -distribu-
tion such that the data were independent from sample to sample
at the highest bandwidth (i.e., all of the patches are fully within
each resolution cell). As expected, the processing technique de-
scribed in the previous section illustrated inverse proportionality
between the estimated shape parameter and the bandwidth up to
the highest bandwidth. That is, the shape parameter decreased
monotonically as bandwidth was increased.

3) Propagation Effects: From (14), it seems that the average
down-range extent of the patches may be determined from the
bandwidth at which the minimum occurs in the shape parameter
curve. Doing so with the SCARAB data results in patches on
the order of hundreds of meters in down-range extent. However,
the SCARAB sea trial occurred in a shallow-water environment
subject to multipath propagation, which may have the effect of
making the patches seem larger than they actually are. When
none of the patches are overresolved, multipath propagation is
expected to decrease the rate of decay of the shape parameter as
bandwidth increases and may cause a leveling, but should not
cause an increase. However, if propagation is combined with the
overresolved patch model proffered in this paper, we expect that
the primary effect will be a shift of the shape parameter curve
of Fig. 7 to the left and perhaps a change in the slope where
individual multipath are resolved. Until the propagation effect is
clearly understood, curves like those shown in Figs. 9—-11 cannot
be used to estimate the size of the patches. .

4) Mathematical Explanation of the Bandwidth Ef-
fect: Increased bandwidth is expected to result in heavier-tailed
reverberation than Rayleigh, not more Rayleigh-like reverber-
ation. Thus, the phenomenon of a return toward Rayleigh-like
reverberation at high bandwidth, which is observed in both the
data analysis and model, is in some sense counterintuitive, In
order to explain this result, consider the central limit theorem
(CLT), which states that the sum of independent and identically
distributed random quantities tends toward a Gaussian random
variable. Increasing bandwidth has two effects on the CLT
argument. First, consider that it may not decrease the number
of patches in a cell. This implies that increasing bandwidth may
not make the reverberation more non-Rayleigh (i.e., a leveling
of the shape parameter curve as observed in Fig. 5). The
second effect is that the contribution of each patch is limited
by reducing the non-Rayleigh-inducing effect of the patch
size. This allows the Gaussianity of the interface scattering to
become more dominant in each term of the sum (1), thereby
increasing the convergence rate of the CLT and making the
reverberation envelope more Rayleigh-like.

5) Effect on Detection Performance: When none of the
patches are overresolved, increasing bandwidth has the dual
effect of reducing the reverberation power level and increasing

'Data courtesy of Dr. J. Preston, Applied Research Laboratory, Pennsylvania
State University, State College.
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the tails of the envelope pdf. The former improves detection
performance by increasing the signal-to-reverberation power
ratio (SRR) [2] in a resolution cell, while the latter increases
the probability of false alarm [1]. Overall, the increase in
SRR is enough to provide a performance improvement both
when the target is isolated to one resolution cell {20] or spread
across several independent cells [25]. The bandwidth effect of
a trend back toward Rayleigh-distributed reverberation at high
bandwidths might initially lead one to suspect further improve-
ment in detection performance. However, if overresolution
of the patches is the underlying mechanism producing the
phenomenon, then it may be expected to induce dependence of
the data samples (though not necessarily correlation), which
will reduce the effectiveness of detectors that rely on separating
reverberation into independent cells to achieve a gain. Thus, a
net gain in detection performance is not guaranteed.

Notwithstanding the above discussion on detection perfor-
mance, false alarms arise from non-Rayleigh reverberation
when it is treated as if it were Rayleigh distributed. At the
highest bandwidth, the data exhibit shape parameter values
8-10 times larger than the minimum. This may still result in
significantly non-Rayleigh reverberation, particularly when the
minima are in the 1-3 range, as observed in Fig. 1. Some of
the data, however, have minima greater than 5, which would
result in shape parameters in the 40-50 range at the highest
bandwidth, producing nearly Rayleigh distributed data. (The
K -distribution with & = 50 has a P, about 3.5 times that of
the Rayleigh distribution when the Rayleigh Py, = 10-5; with
o = 5, it is 126 times that of the Rayleigh distribution). If in-
creasing the bandwidth enough produces nearly Rayleigh-like
data, perhaps the normalizer can remove the majority of false
alarms, enabling an improvement in overall system perfor-
mance (e.g., after tracking and classification). The modeling of
Section Il predicts that this will not happen; however, the data
shown in Figs. 9-11 do not illustrate the leveling of the shape
parameter predicted by the model. As such, it is necessary to
evaluate higher bandwidth data.

V. CONCLUSION

A recently developed non-Rayleigh reverberation model [1]
predicts that active sonar reverberation is K -distributed with a
shape parameter that is proportional to the size of the sonar-res-
olution cell and, therefore, inversely proportional to bandwidth.
In this paper, an analysis technique was developed to estimate
the shape parameter of the K -distribution as a function of band-
width from reverberation data. The shape parameter estimates
illustrate the expected inverse proportionality of the shape pa-
rameter with bandwidth for low bandwidths. However, at higher
bandwidths, a trend back toward Rayleigh reverberation was
observed at a rate approximately proportional to bandwidth. It
was hypothesized that this occurs as a result of the sonar-system
resolution cell overresolving patches in range and not in angle.
The model of [1] was extended to account for overresolving in-
dividual patches, essentially extending the model to include a
dependence of the reverberation envelope statistics on the size
of the patches relative to the sonar-resolution cell and, conse-
quently, a patch shape for which a generic representation of
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elongated patches was used. The shape parameter of the mo-
ment-matched K -distribution for the model was seen to follow
the inverse proportionality expected at bandwidths that do not
overresolve the patches and then increased when the patches
began to be overresolved. A model—data comparison illustrated
an accurate match at lower bandwidths and a reasonable match
at higher bandwidths. (Note that, in this latter region, the shape
of the patch plays a more important role than its size.)

The models and results of this paper may be used to improve
the accuracy of sonar-system performance prediction and simu-
lation and also open up several avenues of new research in terms
of the effects of multipath propagation, geoacoustic parameter
inversion, and sonar-system false alarm and detection perfor-
mance. Clearly, the problem that is least understood is the effect
of propagation on the reverberation envelope pdf. When com-
bined with the overresolved patch model of this paper, such re-
search may lead to techniques for the estimation of geoacoustic
parameters such as patch size and density, as well as in situ
optimization of sonar bandwidth for target detection.
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Simulation of Non-Rayleigh

Reverberation and Clutter
Douglas A. Abraham, Senior Member, IEEE, and Anthony P. Lyons, Member, IEEE

Abstract—The simulation of active sonar reverberation time
series has traditionally been done using either a computation-
ally intensive point-scatterer model or a Rayleigh-distributed
reverberation-envelope model with a time-varying power level.
Although adequate in scenarios where reverberation arises from
a multitude of scatterers, the Rayleigh model is not representative
of the target-like non-Rayleigh reverberation or clutter commonly
observed with modern high-resolution sonar systems operating
in shallow-water environments. In this paper, techniques for
simulating non-Rayleigh reverberation are developed within
the context of the finite-number-of-scatterers representation of
K -distributed reverberation, which allows control of the reverber-
ation-envelope statistics as a function of system (beamwidth and
bandwidth) and environmental (scatterer density and size) param-
eters. To avoid the high computational effort of the point-scatterer
model, reverberation is simulated at the output of the matched
filter and is generated using efficient approximate methods for
forming K -distributed random variables. Finite impulse response
filters are used to introduce the effects of multipath propagation
and the shape of the reverberation power spectrum, the latter of
which requires the development of a prewarping of the K distri-
bution parameters to control the reverberation-envelope statistics.
The simulation methods presented in this paper will be useful in
the testing and evaluation of active sonar signal processing algo-
rithms, as well as for simulation-based research on the effects of
the sonar system and environment on the reverberation-envelope

probability density function.

Index Terms—Clutter, K distribution, multipath, non-Rayleigh,
reverberation, simulation, sonar.

1. INTRODUCTION AND BACKGROUND

ESTING and evaluation of active sonar signal-processing

algorithms and active sonar system-performance models
is often done with simulated reverberation time series and
modeled target responses [1]. There are two principal models
used in the simulation of sonar reverberation: the point-scat-
terer model and the Rayleigh reverberation-envelope model
[2). The former assumes that reverberation is the result of
a coherent combination of the reflections from many point
scatterers [3], [4], each of which are simulated. Simulators

based on this method [S], [6] are inherently computationally

intensive and led to the development of simulators with a
reverberation-envelope that follows a Rayleigh probability
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density function (pdf). The Rayleigh pdf arises from a central
limit theorem argument that a large number of point reflectors
will result in Gaussian-distributed reverberation and, hence, a
Rayleigh-distributed envelope. Such reverberation simulators
[1], [71-[10] obtain the time-varying reverberation power level
from any of several models [2], [11] and account for various
sonar system configurations (e.g., multibeam or bistatic sonar
systems) and environmental conditions (e.g., complex prop-
agation and reverberation from surface, volume, and bottom
scattering). However, with the advent of high-resolution sonar
systems and a greater emphasis on operation in shallow-water
environments, sonar systems have increasingly been observed
to produce target-like non-Rayleigh reverberation or clutter
arising from inhomogeneities in the bottom or sub-bottom
[12]-[16]. Accurate simulation of clutter is imperative in the
evaluation of automated sonar signal-processing algorithms
because clutter produces false alerts in detection and tracking
systems that assume that reverberation follows a Rayleigh pdf.
The point-scatterer simulation methods have direct control
over the statistics of the scattering and, therefore, are capable
of simulating clutter; however, they are too computationally
intensive for practical use. In this paper, a simulation method is
proffered, which affords control over the reverberation-enve-
lope statistics that are necessary for simulating clutter without
the computational effort that simulating individual scatterers
requires.

At the matched filter envelope, clutter may be represented sta-
tistically by a pdf having a tail that is greater than the Rayleigh
distribution [12], [16]-[19]. Many distributional models have
been used in a phenomenological manner to describe this de-
parture from the Rayleigh distribution, including the Weibull,
log-normal, and Rayleigh-mixture distributions. However, these
models do not provide the fundamental basis for understanding
how the reverberation time series is affected by the environ-
mental conditions (e.g., scattering or propagation) or the sonar
system (e.g., beamwidth and bandwidth) that is necessary for
the accurate simulation of reverberation and clutter, particularly
with regard to the envelope statistics. The finite-number-of-scat-
terers representation of the K distribution developed in [20]
represents an initial step toward such a model, which charac-
terizes the system and environmental dependencies. This new
interpretation of the K distribution is derived under the assump-
tion that the reverberation in a given range-bearing resolution
cell arises from a finite number of discrete scatterers or sea-floor
patches with exponentially distributed scattering cross-sections.
The complex envelope of the reverberation time series arising
from direct-path propagation after beamforming and matched
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* filtering for the discrete-scatterer model may be represented by
(cf., [20, eq. ()]

X(t) =Y Bie?* Runlt - ) M
=1

where B;, ¢;, and -y; are, respectively, the amplitude, phase, and
delay of the reflection from the ith scatterer, m is the number of
scatterers contributing to this beam, and R,,(t) is the autocor-
relation function of the complex envelope of the transmit wave-
form. Owing to the finite width of R,,(¢), approximately n(t) of
the m scatterers are active at (two-way) travel time ¢, a number
proportional to slant-range r, (meters) to the scatterer along the
direct path, beamwidth 6, (radians), density of scatterers on the
sea floor # (number per square meter), and inversely propor-
tional to sonar bandwidth W (Hertz) and cosine of grazing angle
f4(t) (radians)

A 26,0
2W cosf,(t) = 4W cosf,(t)

where c is the speed of sound in meters per second. As shown
in [20], when the scatterer cross-sections are exponentially dis-
tributed, the pdf of the reverberation envelope at time ¢ is K -dis-
tributed with shape parameter o = n(¢)/2 and scale parameter
A = 4p?, where u = E[B;] is the average cross-section of a
scatterer. -

The sea-floor patch model results in a complex envelope (cf.

{20, eq. (18)])

2

n(t) =

n(t)

X(t)=Y VBi(O)Z(t) 3)

i=1

where B;(t) is the exponentially distributed area of the ith patch
at travel time ¢ and Z;(¢) is its complex Gaussian-distributed re-
sponse arising from interface scattering. The number of patches
n(t) is as described in (2), where f is taken as the number
of patches per square meter. As derived in [20], the reverber-
ation envelope at time ¢ is K distributed with shape parameter
o = n(t) and scale parameter A = po?, where p = E[B] is
the average area of a patch and o2 is the backscattered power
per unit area in the patch.

These models allow direct control of the reverberation-enve-
lope pdf in terms of system and environmental parameters. For
example, localized regions containing inhomogeneities in the
sea floor that produce clutter (e.g., patches of shellfish, gravel,
or sea grass [16]; exposed ridges [19]; {21]; gas vents; mud
volcanoes [22], [23]; or buried river beds {24], [25]) may be
approximated by geographically varying scatterer or patch den-
sity 3 and average size p, with 3 directly influencing the rever-
beration-envelope statistics. Currently, 8 and 2 must be chosen
either based on estimates obtained from a statistical analysis of
reverberation or arbitrarily with smaller values of 3, resulting in
reverberation that is more distinctly non-Rayleigh. In the future,
it may be possible to determine £ and g by direct measurement
or from evolutionary modeling of geological processes.

There are additional limitations of the finite-number-of-scat-
terers K -distribution model; it was developed for reverberation
arising from exponentially sized scatterers on or in the bottom
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that are all within the sonar resolution cell. Thus, it is not nec-
essarily appropriate for simulating scatterers that are larger than
a sonar resolution cell [26], [27] or those with other than expo-
nentially distributed size. However, based on the goodness of
fit that the K distribution enjoys in a wide variety of situations
[14], [16], {201, [28], [29], it may be a good approximation to
the latter. Ambient noise and reverberation arising from scat-
tering off of the surface or inhomogeneities in the volume may
of course be added using appropriate models [1], [7], [10], [30],
[21, [11}, [31] in situations where they contribute significantly.

In the following sections, techniques are developed for the
simulation of K -distributed reverberation or clutter. The focus
is on an efficient implementation that accurately represents
the reverberation-envelope statistics and retains the appropriate
temporal and spectral characterization in terms of multipath
propagation, range effects, and oversampling of the data (i.e., a
sampling frequency greater than the transmit waveform band-
width). Efficient methods for generating K -distributed random
numbers are presented in Section II. Such techniques are cru-
cial as direct generation of K-distributed random numbers is
computationally equivalent to simulating individual scatterers.
How to efficiently modify the direct-path reverberation time
series to account for the effects of propagation is presented in
Section IIT and how to shape the reverberation spectrum while
controlling the envelope statistics is described in Section IV.
The methods presented in this paper generate reverberation
at the complex envelope stage (i.e., after basebanding and
low-pass filtering), after beamforming and matched filtering.
The reverberation time series are also produced in a normalized
state; that is, the power is constant and equal to one. The
expected decay in reverberation power level, as obtained by an
appropriate model [2], [11], may be applied after generation of
the normalized time series, at which time target, ambient noise,
and other reverberation components may be added.

The simulation methods proffered in this paper are intended
for use in testing and evaluating signal-processing algorithms,
such as statistical normalizers [32], detectors, or trackers, which
operate on normalized matched filter data. As such, they may
not precisely represent the statistics for a given scenario, but
should provide the correct trends, as system or environmental
parameters are varied. The simulation techniques should also
prove to be useful in the evaluation of environmental effects
on reverberation-envelope statistics arising from propagation or
multiple component sea floors when theoretical analysis is not
feasible.

II. GENERATING K -DISTRIBUTED RANDOM V ARIATES

Random variates are variables generated from pseudorandom
numbers that are uniformly or Gaussian distributed and are
widely used to generate random observations from probability
distributions for use in simulation models such as the ones
presented in this paper. K-distributed reverberation, after
matched filtering but prior to formation of the envelope, may
be simulated by generating a complex Gaussian-random variate
and a gamma-distributed random variate according to the
compound representation of the K distribution [20], [33]. If zZ
is complex Gaussian distributed with zero mean and a power A
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and V is independent of Z and gamma distributed with a shape  A. Large o Approximation

parameter ¢ and unit scale, then
X=VVZ @)

will produce a K -distributed envelope (= |X|) with shape &
and scale \. The™denotes that the variable is complex. Genera-
tion of the complex Gaussian random variate is straightforward
from standard Gaussian (zero-mean and unit-variance) random

variates
- 2 .
Z = §(WR + jWr)

where Wx and W; are independent, zero-mean, unit-variance,
real Gaussian random variables. However, generation of the
gamma-distributed variate is not as straightforward. There are
several techniques for generating random variates, including
the inverse transform, convolution, acceptance-rejection, and
composition methods. As described in DeVroye [34], the most
common method used for generating random variates from the
gamma distribution is the acceptance-rejection method, which
is based on the ability to easily generate random numbers from
a distribution similar to the distribution required. The accep-
tance-rejection method is an iterative technique requiring the
generation of a random number of variates from this surrogate
distribution and is, thus, inherently slow as compared with
direct methods and, therefore, is undesirable for simulating
large amounts of K -distributed reverberation data.

When « is a natural number, V' may be generated by summing
a exponential random variables and is most easily implemented

by

®

V= E ~logU; (6)
=1

where U; are independent uniformly distributed random vari-
ates on [0, 1]. When 2a is a natural number, the distribution of
V is the scale of a chi-squared distribution with 2« degrees of
freedom. As such, V may be generated directly according to

RS
_..2_§ ;

where W; are standard Gaussian-random variates. A more effi-
cient implementation that exploits (6) is

Q)

Lo}
V= E——logU,- + (o — |a))WF

i=1

®)

where |] is the floor function returning the integer closest to
a toward —oo. Clearly, this can be computationally intensive
when « is large, as occurs when the reverberation envelope is
nearly Rayleigh distributed and is akin to the simulation of every
scatterer. To counter this extreme computational burden and to
provide a means for efficiently simulating data when 2ec is not a
natural number, approximate methods are presented in the fol-
lowing sections for large, moderate, and small values of .

When o is large, the gamma distribution may be approxi-
mated by a Gaussian density function, a result arising from the
central limit theorem. Thus, V' may be generated according to

Vza+orgW (9)

where W is a standard Gaussian-random variable. The mean of
the Gaussian approximation is chosen to be o, that of the gamma
variate. The variance (¢2) may be chosen to match either the
second or fourth moments of the gamma distribution. To match
the second moment, the variance of the Gaussian component is

chosen as

d=a (10)
and, to match the fourth moment, it is
1
aﬁ:—a?+\/a4+2a3+%a2+2a. (11)

Even for large o, V has a small but nonzero probability of being
negative (when & = 20,Pr{V < 0} = 3.9 x 10~ using (10)
and 7.4 x 10~ using (11)). Therefore, it is prudent to take the
absolute value of V' prior to using it in (4).

The quality of the Gaussian-based approximation is evalu-
ated by determining the change in threshold that is required
to obtain the desired probability of false alarm (Pp,). A large
change indicates a poor approximation in the tails of the pdf
and a small change implies a greater accuracy of the approxima-
tion in the vicinity of the design Pg,. Owing to the approximate
linearity of the logarithm of the probability of false alarm with
respect to the intensity threshold at large values, a first-order
Taylor series about the threshold yielding the desired Py, in
the exact K distribution may be used to determine how the
threshold must change in the approximation to achieve the de-
sired Pg,. Define the logarithm of the P, for the K distribution
as p(h) = log{l — Fi(h)], where h is the intensity threshold
and Fg(h) is the cumulative distribution function (cdf) of a
K -distributed matched filter intensity

Fr(h)=1- F(za—) (;)aﬂ K. (2\@) (12)

for h > 0 and similarly define (h) = log[1 — Fg(R)] for the
approximation F (k). The first-order Taylor series about kg for
the latter is
p(h) = p(ho) + B'(ho)(h — ho)

= p(ho) + p'(ho)(h — ho) (13)
where the approximation 7'(ho) = p’(hg) has also been made.
The latter derivative is easily obtained from the pdf and cdf of
the K distribution

p'(h) = %ﬁ% (14)

where the pdf of the K -distributed matched filter intensity is

2 p (e-D/2
fx(h) = (o) (X) Koy (2\/§> (15)

for A > 0. The intensity threshold kg is chosen according to the
desired probability of false alarm Fg (hg) = 1 — Pp,.
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The probability of false alarm for the Gaussian-based approx-
imation model is not straightforward to determine analytically,
forcing a numerical evaluation. From the compound represen-
tation of (4), the intensity of the matched filter output has form

Y=|XP2P=VW (16)

where W is exponentially distributed with mean A. An integral
equation for the Py, may be obtained by first conditioning on V/,
determining the exceedance probability, and then removing the
conditioning :

P(h) = P =1 Fx(h)
(v-0)?

*® 1 h
AT e S L
In this paper, (17) is evaluated numerically by using Romberg
integration [35]. :

Equation (13) may now be used to determine the threshold at
which p(h) = p(ho) = log Py,; that is, where the approximate
distribution produces the desired Pg,. Relative to the threshold
for the exact K distribution (ho), this is

b plhe) = (ko)

Ro =1t T hop/(ho)
= Fx(ho)l, [ 1= Fk(ho)
=1 ho fx (ho) log{l—ﬁ‘x(ho)}

—1_ Pfa Pfa
=1 ho fx (ho) tog { 1- F‘K(ho)} ' s

Equation (18) is plotted in decibels in Fig. 1 for P, = 1078
and A = 1/a; the latter is required to yield unit power. In
this figure, it is seen that the Gaussian-based approximations
underestimate the P, and also that choosing the variance of
the Gaussian approximation by the fourth moment results in
less error than the second moment. This likely occurs at the
expense of a higher error at lower threshold values compared
with the second moment approach; however, the error typically
is greatest at the highest threshold. Based on the results shown
in Fig. 1, the Gaussian-based approximation using (11) to ob-
tain the variance is recommended when o > 20, where the error
in the Pr, threshold (in the vicinity of Py, = 1075) is always
less than two tenths of a decibel. Two advantages of this ap-
proximation technique over other methods are as follows: 1) the
computational effort required to generate K -distributed random
variables is not proportional to « and 2) the Gaussian variate W
in (9) and the complex Gaussian variate Z in (4) need only be
generated once for use with any o > 20.

B. Moderate a Approximation

As seen in Fig. 1, the Gaussian-based approximation to
K -distributed random variables is less accurate when o drops
below around 20, as is expected for central limit-theorem-based
arguments. An alternative approximation may be found by
decomposing the gamma-random variable into a weighted
sum of chi-squared random variables and exploiting the afore-
mentioned relationship between the gamma and chi-squared
distributions. Exploiting the fact that the sum of two indepen-
dent gamma random variates with the same scale parameter is
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Fig. 1. Change in the threshold for P, = 107° between exact and
approximate K distributions for the large o Gaussian-based, moderate o
chi-squared-based, and small o power-law-based approximations.

gamma distributed with a shape parameter equal to the sum of
the individual ones, V' may be decomposed according to

V = Vo + Vo, (19)

where V,,, and V,, are gamma-distributed random variables
with unit scale and shape parameters
= 12
@ == (20)
and a; = a — ap. The function |-] is the floor function that re-
turns the integer nearest to the argument toward —oo. As previ-
ously mentioned, V,, is the scale of a chi-squared random vari-
able and may be easily generated according to (8). However, oy
is always less than 0.5 and, therefore, V,, is not a chi-squared
random variable. An approximation to V,,, may be found in an
appropriately scaled chi-squared random variate with one de-
gree of freedom (which also is a gamma variate with a shape
parameter of 0.5) to yield

Va Ve +0Vos 2n

where p = 2(a — ap). When 2« is a natural number, p = 0 and
the approximation becomes exact.

In order to evaluate the efficacy of the approximation of (21)
via (18), the cdf of the matched filter intensity ¥ = | X|? is nec-
essary. This may be found numerically by using Hankel trans-
forms [36], [37] of the joint characteristic function (JCF) of the
complex envelope X . Conditioning on V, X is zero-mean com-
plex Gaussian distributed with a variance AV'. Thus, the JCF of
X is

®(a) = E[eijn+j7Xz]
= EV [e_%v]

where ¢ = w? + 2. Note that this is simply the moment-gen-
erating function (MGF) of V evaluated at t = —al/4. Since
V from (21) is the scaled sum of independent gamma-random
variables, the MGF is the product of the individual components
accounting for the scale

(22

1

_t)vzo(l _pt)1/2' (23)

My(t) = EletV] = q
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Thus, the JCF of X is
®(a) =

1
1/2
(+2)7 (1+22)”

and is inverted numerically to obtain the cdf of the matched filter
intensity using a numerical Hankel transform [38], as described
in [36] and [37].

Inserting the cdf obtained by inverting (24) into (18) as
Fy (ho), the efficacy of the chi-squared-based approximation is
evaluated and shown in Fig. 1. The error in the Py, threshold in
the vicinity of Py, = 10~ is smaller than —0.2dB fora > 1;
thus, this approximation is recommended for use in the region
1 < o < 20 and may also be used in the vicinity of & = 0.5,
although care should be taken to ensure that it is accurate.

(24)

C. Small o Approximation

The moderate o approximation presented in the previous sec-
tion yields adequate results for o > 1, but fails when o < 1.In
this region, the gamma-random variable may be approximated
through a power-law transformation of a gamma variate with
shape parameter ag = 1 (for1/2 < a < 1)orap = 1/2 (for
0<a<l/2)

V = AVE, (25)
where the scale \g is chosen to keep the mean of V' at a.. The
power p may be chosen to match higher order moments with
a gamma distribution with shape parameter a. However, this
choice is not as effective as choosing

1
P= o375 (26)
when1/2 < a < lor
: @7)

P= 10,01 + 2a)0%

when 0 < o < 1/2, which have been chosen to limit the de-
parture of the detection threshold for Py, = 10-5, as shown in
Fig. 1. In both cases, g is chosen as a function of p

Ao = (o)

[ S S 28
Tlao+2)" (28)

so that E[V] = a.

The probability of false alarm for this model is not easily
obtained analytically and, therefore, must be evaluated numeri-
cally. Conditioning on V, as done in Section II-A, results in

o yoo—1 h
— —u————pdu (29
o T'(ao) exp{ u /\)‘guﬂ} u ()
which is evaluated numerically by using Romberg integration
[35].

(k) = ™ =

D. Computational Efficiency

The techniques of the previous sections, though approxima-
tions, are direct methods for generating random variables and,
therefore, are inherently quicker than the acceptance-rejection
methods described in [34]. Although the acceptance-re-
jection methods may accept a random variable as gamma
distributed after only a handful of iterations, the setup and
computational requirements can also reduce the efficiency.

For example, Best’s XG rejection algorithm ([34], p. 410)
requires more than 20 times the number of floating point op-
erations (as estimated using Matlab to generate 1000 variates)
than the Gaussian-based approximation of Section II-A for
o € [20,100], with the latter being easier to implement. The
moderate @ method of Section II.B requires only slightly fewer
floating point operations than the XG algorithm when o = 20
and up to approximately 15 times fewer when o = 1. The
methods in Section IL.C require an average of 3 or 1.33 times
fewer floating point operations than Johnk’s gamma generator
([34, p. 418)), respectively, for ap = 1 and og = 0.5 over
the range « € (0,1]. Thus, the most significant savings are
found in the large a regime, followed by the lower range of
the moderate o regime. It should also be noted that, compared
with generating individual scatterers (as in [5] and [6]), there is
a savings proportional to the shape parameter for large « and,
compared with generating a Rayleigh-distributed envelope,
there is an added burden of generating the gamma-distributed
variate V' and in forming vV Z of (4).

III. ACCOUNTING FOR THE EFFECTS OF PROPAGATION

The propagation of acoustic waves in shallow-water envi-
ronments is known to complicate the structure of sonar signals
received at an array. It is common to think of propagation as
resulting in the reception of a transmitted waveform along mul-
tiple paths where, for a given source-receiver pair, the waveform
arrives at different travel times, owing to varying path lengths.
In simulating reverberation data, it is more appropriate to think
of multipath propagation as causing the energy scattered from
different parts of the sea floor to arrive at the receiver at the same
travel time.

For an isovelocity sound-speed profile, consider simulating
only the reverberation arising from direct-path propagation from
the source to a scattering patch on the sea floor and back to a re-
ceiver. The time series would represent the scattering from the
sea floor, as seen through direct-path propagation, and would be
K distributed, as described in Section 1. In order to account for
the effect of multipath propagation, the response from different
parts of the sea floor must be added to the direct-path time se-
ries at the current time. This may be approximated by using the
sea-floor response as seen through the direct-path; that is, by
finding the part of the direct-path time series caused by the de-
sired part of the sea floor, applying a scale to account for grazing
angle and boundary interaction, and adding it back to the di-
rect-path time series. The resulting structure is a time-varying
finite impulse response (FIR) filter applied to the direct-path
time series, a common way to model reverberation [2]. In this
section, an isovelocity sound-speed profile is used to develop
the time-varying FIR filter and a piece-wise stationary imple-
mentation in order to generate normalized non-Rayleigh rever-
beration time-series data.

A. Multipath Delays and Amplitudes

In an isovelocity sound-speed environment, the paths con-
necting a source or receiver and the bottom may be enumerated
by the number of boundary interactions they incur. This is illus-
trated in Fig. 2 for a colocated source and receiver at a depth dj
in a water column of depth d, (all distances are assumed to be
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Fig. 2. Direct path and multipath that arrive at the same trave! time and are defined by the number of boundary interactions in one-way travel.

in meters). In the following, reverberation is assumed to arise
only from energy returning from the sea floor on the same path
as it arrived. That is, hybrid paths [39] arising from energy scat-
tered to angles other than the arriving angle do not contribute
to reverberation. The two-way paths are, thus, enumerated ac-
cording to the number of boundary interactions in the one-way
propagation (e.g., the direct path has one boundary interaction,
a surface-bottom path has two interactions, etc.)

The direct-path arrival from a scatterer at horizontal range
arrives at travel time ‘

t= g\/ﬂ T (& —do)? = g(r) 30)

where c is the speed of sound in water in m/s. The function
g(r) defines the mapping of the direct-path propagation from
the source to the scatterers at horizontal range r and back to the
receiver and represents the direct-path timeline.

All paths with an odd number of boundary interactions will
depart the source in a downward direction and, through the
method of images [40], traverse a vertical distance equal to
idy — dg, where 7 is the number of boundary interactions.
Therefore, at time ¢, the path with  (odd) boundary interactions
will interact with the sea floor at horizontal range

2
ri(t) = \/(%) — (idy — dp)2. @31)

The response of this part of the sea floor may be found in the
direct-path timeline at time g(r;(t)) that, when characterized as
a delay from time ¢, becomes

i(t) =t — g(ri(t))

2
=t— g\/(f;) — (i — 1)dp[(i + 1)dp — 2dy]

(33)
for 7 odd, which clearly indicates that the time delay for the
direct path is zero (Tl(t) = 0). Requiring the argument of the
square root in (33) to be nonnegative provides an upper bound
on i when it is odd

-
Goad < dj " |do + \ﬂdb —do)? + (%t) J . (3%

The amplitudes of each path a;(¢) must reflect their relative
strengths and depend on how many times they interact with the
boundaries and at what angle. In two-way propagation, these

(32

paths are subject to ¢ — 1 reflections off the surface, ¢ — 1 re-
flections off the bottom, and one instance of backscattering off
the bottom. Thus, the path amplitude for the ith multipath may
be described as ) .

ai(t) = Ry (83,4(8) " Ro(86,48) " oo (B05(t)) (35
for ¢ odd, where R,(6,) and Ry(f,) are, respectively, the re-
flection coefficients for the surface and bottom as a function of
grazing angle, p,(6,) is the backscattering coefficient for the
bottom, and 8, ;(¢) is the grazing angle of the ith path at travel
time ¢

2(idy ~ do)) 6

04,:(t) = arcsin ( p

for 7 odd. Owing to the dependence of (35) on the grazing angle,
the multipath with the largest amplitude is not necessarily the
direct path.

No spreading loss component is necessary because each path
travels the same distance through the water and the time series
will be normalized to unit power. The reflection and scattering
coefficients may be formed from models representative of the
local ocean environment (e.g., see [11, [40], and [41]). It also is
possible and appropriate to include any system-dependent ef-
fects, such as transmit and receive beampatterns, in the path
amplitudes.

A similar development follows for paths with an even number
of boundary interactions. All paths with an even number of
boundary interactions will depart the source in an upward direc-
tion and will traverse a vertical distance equal to (i — 1)d, + do.
This yields a horizontal range of

rit) = \/ (525)2 — (G = 1)d5 + doJ?

for 1 even and, following (32), a multipath delay of

2
) =t- %\/(%) —idy[(i — 2)dy + 2do].  (38)

Requiring the argument of the square root in (38) to be nonneg-
ative provides an upper bound on ¢ when it is even

(37

2
boven S 14+dp 1 | —do + \/(db —dp)? + (3;-) J . (39

In two-way propagation, paths with an even number of
boundary interactions are subject to i reflections off the
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surface, ¢ — 2 reflections off the bottom, and one instance of
backscattering off the bottom. Thus, the path amplitude for the
ith multipath may be described as
i i-2
ai(t) = Ry (09,:()) Ro(89,4(t)) pu(65,4(1))
for ¢ even with grazing angle

(40)

2((i-1)db+dg)) ‘ @1

0,,i(t) = arcsin ( g

B. Time-Varying FIR Filter Representation

With the amplitude and delay characterization of the multi-
path from the previous section, the reverberation time series may
be described as the output of a time-varying FIR filter

P
V() =Y ai(t)e 2O X (¢ - mi(t))
i=1

where X (t) is the complex envelope of the direct-path reverber-
ation time series, f is the center frequency from which the data
are basebanded, and the number of paths P is determined from
(34) and (39). The complex term involving f. and the delays
7;(t) arises from characterizing the filter by using complex en-
velopes. As previously mentioned, X (t) may be K distributed
with a time-varying shape parameter as described in Section 1
and generated using the techniques of Section II. It may also
be generated as described in Section IV to account for spec-
tral shape and oversampling, formed to represent more compli-
cated sea floors involving different types of scatterers or scat-
tering mechanisms by sums of K-distributed components with
or without an additive Gaussian component [42], or even by
using kernels other than the exponentially distributed scatterer
or patch size. It is important, however, that X (t) be generated
with a constant power level; that is, the higher order moments
may vary, but the second moment must be constant with time.
This may be thought of as simulating the statistics and not the
power level of the sea floor, as seen through the direct path and,
as shown in Section III-D, is required in order to exactly nor-
malize the resulting time series to unit power. The overall re-
verberation power level may be applied to the normalized time
series after accounting for the effect of the multipath propaga-
tion on the statistics. This allows for the immediate use of more
realistic reverberation power-level codes in conjunction with an
approximate statistical model.

Although the model of (42) properly accounts for the ef-
fects of the different grazing angle and boundary interaction of
the multipath in terms of the power level, it is an approxima-
tion with respect to the desired shape parameter for the multi-
path contributions. The response of the ith multipath at travel
time ¢ is obtained from the direct-path time series at travel time
t — 7;(t), which has a shape parameter proportional to ¢ — 7;(t)
and is inversely proportional to the cosine of the direct-path
grazing angle at travel time ¢ — 7;(¢) [cf., (2)]. The simula-
tion may be made more accurate by generating the path with
the most energy on it and by referencing the multipath delays
to its timeline rather than using the direct-path timeline. This
is straightforward to accomplish in a numerical implementa-
tion, as would be necessary for nonisovelocity sound speed pro-
files (see Section III-F), but is difficult analytically, so in this
paper we simulate the direct path. Additional accuracy requires
that the shape parameter for the multipath contribution be pro-

(42)
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portional to travel time ¢ and inversely proportional to the co-
sine of the grazing angle of the ith multipath for travel time ¢.
Fortunately, these differences will be relatively small at longer
times, when the multipath arrive near to each other in the di-
rect-path timeline and have similar grazing angles. Simulation
of reverberation for earlier times, where the approximation is
not necessarily adequate, is discussed in Section III-G where a
two-dimensional (2-D) filtering approach is suggested as a more
accurate alternative. Further limitations of the isovelocity ex-
ample and discussion of how to extend these results to nonisove-
locity sound-speed profiles using ray path models and full-wave
models may be found in Section HI-F.

C. Implementation

Development of the time-varying FIR filter representation of
reverberation in the previous sections has been done by using
continuous time-systems theory. However, sonar systems and,
therefore, reverberation simulation, is typically performed in
discrete time after sampling continuous time signals. This ulti-
mately requires choosing a sampling frequency f, for the com-
plex envelope of the reverberation as a function of the bandwidth
W of the transmit waveform. It is common to choose f, to over-
sample the data by a factor of 3-5 (i.e., 3W < f, < 5W)toac-
count for the Doppler of the target and for the Doppler spreading
of the reverberation as induced by source, receiver, or scatterer
motion. The formation of X (nT'), accounting for oversampling
and Doppler, is described in Section IV.

It would be computationally intensive to directly implement
the time-varying FIR filter of (42). A compromise is available if
it can be assumed that the filter structure varies slowly enough
with time to be well approximated by a piece-wise stationary
filter. Within each block where the multipath structure is as-
sumed to be constant, the now time-invariant FIR filter of (42)
may be implemented in the frequency domain using fast Fourier
transforms (FFTs). The frequency-domain implementation is
desirable as it avoids having to quantize the delays to account
for sampling. The impulse response of the filter is

P
h(t) =) aie ™26t - m)
i=1
where the time dependence on the amplitudes and delays has
been dropped because they are assumed to be constant within a

processing block. The transfer function then is
P

H(f)= Z aze~ 2L

i=1
If T, is the time duration in seconds over which the multipath
are considered stationary, then the number of time samples ina

filter block is

43)

(44)

L= max{l, [Tstfa_l } 45)
The impulse response of (43) has width
Ty = max_ i = 7o (46)

1<i<
and will normally result in 7}, = 7p (when 79 = 0 and 7541 >
7;) and corresponds to
M = [Thf “n
time samples. For the direct-path-only case, M = land L = 1.
Note that not all of the paths need to be included in the impulse
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response. Limiting the paths to those within so many decibels of
the peak path amplitude reduces the computational burden and
allows a smaller FFT size, owing to a smaller value of M.

Direct use of an FFT in a filtering operation results in a cir-
cular convolution, not the linear convolution that is necessary to
obtain the output of an FIR filter. However, by appropriately
padding the input sequence and filter impulse response with
zeros before taking the FFT, a linear convolution may be ob-
tained. The “overlap-and-save” method, as described in [43], ac-
complishes this and may be applied to the piece-wise stationary
FIR filter implementation, where each FFT block operates on a
stationary segment. An N = M + L — 1 point discrete Fourier
transform (DFT) is used to perform the convolution within each
block, where the last M — 1 samples from the previous block of
the input sequence are prepended to the length L data block and
the first M — 1 samples of the output are discarded. Note that the
value of M may be increased above the actual filter impulse-re-
sponse duration so that NV is a power of two to exploit the com-
putational savings of the FFT over the DFT. In matrix-vector
notation,! the filtering operation may be described as follows.
Let the N-by-1 augmented input data vector containing the last
M — 1 samples of the previous block and the L samples of the
current block be x. When processing the first block, the aug-
mented vector can be formed by prepending M — 1 samples of
X (t) from earlier times or by prepending M — 1 zeros. Define
D as the N-by-N DFT matrix (i.e,, DFT{x} = D¥x) and
DH as the inverse DFT matrix (note that DD = DD¥ =1,
where I is an identity matrix). The filtering operation may be
described by a multiplication in the frequency domain by a di-
agonal matrix H with elements

Hyop = H ((k 1) )

fork =1,..., N, where H(-) is the FIR filter transfer function
from (44) and the frequency ordering (f = ((k—1)/N)fs)
corresponds to that of the FFT algorithm in use. The augmented
filter output data then is

= IDFT{HDFT{x}}
= DHD"x (49)

from which the time series for this block is formed by discarding
the first M — 1 elements.

Matlab code illustrating this technique may be found in
Appendix II. In this code, both T, and T} are held constant
throughout the entire ping. They may, however, be adapted as a
function of travel time by exploiting the larger values of T}, and
shorter values of T}, expected at later travel times to produce a
more efficient implementation.

(48)

D. Normalization

Signal processing for active sonar systems requires a normal-
ization algorithm to provide a constant false-alarm rate; that is,
the time-varying reverberation power level must be removed be-
fore data can be compared to a threshold where exceedances re-
sult in an alarm. In this section, the power level of each data
block described in the previous section is derived so that the
time series may be normalized to have a constant power level.

!In this paper, bold lower-case letters are vectors, bold upper-case letters are
matrices, and a superscript 7/ represents the conjugate—transpose operator.
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If all the delays were integer multiples of the sampling time
(T = 1/f,), then the power of the time series would be easily
derived from (42). However, owing to the frequency-domain im-
plementation of the filter, which does not place such a restric-
tion on the delays, the power must be derived from (49). First,
note that within a stationary time block the data Y (t) have a
constant power level owing to the wide-sense stationarity (i.e.,
constant mean and autocorrelation) of the input sequence X (t)
and the linearity and time-invariance of the FIR filter [44]. Thus,
the power E[|Y(t)|2] = Py is constant within the block. The
total power in all the samples of the augmented filter output
vector (y) may be obtained from (49) and Py is then obtained
by scaling E[y¥y] by N as

1 H
Py = SEb"y
= —Jl\—rE[xHDHH D¥DHDHx]

= —I—E[x” DHYHD"x]
-l—trace{HD" Exx¥|DH"}

(50)

2*—'2

= —trace{HD*RxDH¥}

%ff-me{HHH}

Py N-1
=55 2 H(fk/N)
k=0

€3]

where Ry = E[xx*] in (50) is the covariance matrix of the
vector x or the N -dimensional correlation matrix of the discrete
time sequence X (nT'). If the sampled input data X (nT) are
uncorrelated, then Ry = PxI and Py simplifies to (51).

The simulation method discussed in Section IV produces dis-
crete time data that are correlated and, therefore, (50) must be
used where R X, is the correlation matrix of the dnscrete time se-
quence X,, = X (nT). The direct-path time series X, is formed
by applying an FIR filter with coefficients by, .. ., by, to a white
K -distributed random process {W,,}

L
Xa=) biWasin1. (52)
i=1
As such, the covariance matrix R x is a Toeplitz matrix (i.e.,
constant values along the diagonals) with coefficients

Tk = E[X~nX~n+k]
L L

= Z Z bib;E[Wn—i-i-l Wﬂ+k—j+1]

=1 j=1

L L
= agAg Z Z bib;5k—(j—i)

i=1 j=1

oo
= aoz\o Z b,’b:+k
where the definition of the last line requires that b; = 0 fori < 1
and ¢ > L and illustrates that the Toeplitz coefficients may be
obtained by correlating (or convoluting if the b; are symmetric)
the FIR filter coefficients with themselves. Note that r_x =
and r, = 0 when |k| > L.

(53)
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Examining (50), it is seen that the off-diagonal elements of
the matrix D¥ R x D are not required. Defining the kth diagonal
element as

S, =dFRxd; (54)
the power is simply
N
1
Py = =3 SilH(fa(k = 1)/N)I. (55)
k=1

Owing to the Toeplitz form of R x, Sk may be efficiently deter-

mined through the use of an FFT
N-1N-1
Sk — Z Z Tict e—jZW(i—l)ﬁr
=0 =0
N-1

= ¥ (V- |mrmemE
m=—(N-1)
N-1

= Z (N —-m) ['rm e~ITME 4k, ejz’""ﬁ] — N7y
m=0

=Uy + Ui — Nrg

= 2Re(Us) — Nro (56)
where o = >~ |b;|2 and Uy is the kth bin of the N-point
DFT of the sequence

Uy = (N = m)rp,
form=20,...,N - 1.

The augmented data vector y from (49) is then normalized
by dividing by the square root of Py, taken from (51) or (55),
resulting in z = y//Py. The time series data are formed by
taking the last L vector elements to produce the normalized time
series Z(t) = Y (t)/+/Py fort = nT in the block.

(57

E. Simulation Example

Consider the scenario of Fig. 2 where a colocated source and
receiver are at a depth of 10 m in 100 m of water with an isove-
locity profile with sound speed ¢ = 1500 m/s. The techniques
described in the previous sections are used to simulate the nor-
malized complex matched-filter output for a 100-Hz bandwidth
waveform centered at 2000 Hz from 2 to 12 s into the ping. The
sea floor is assumed to produce a K -distributed response with
a constant shape parameter g = 1. Although the shape pa-
rameter should change with travel time according to (2), it is
left fixed in this example to emphasize and isolate the effects of
multipath propagation on the matched filter envelope and, there-
fore, the probability of false alarm ( Pz, ). The amplitudes of each
path are determined according to (35) and (40), where the re-
flection and scattering coefficients are obtained as described in
Appendix L Only those paths within 15 dB of the peak path am-
plitude are retained.

The normalized reverberation-intensity time series is shown
in Fig. 3, both with and without multipath, the latter of which
may be considered to be direct-path-only propagation. Without
multipath (the upper plot), the data are simply K distributed
with a shape parameter of 1, which results in a heavier tail in the
envelope pdf than for Rayleigh reverberation, as evidenced by
the number of threshold exceedances (20 in this particular real-
ization). The threshold shown on the plotis for P, = 10-8 fora
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Fig. 3. Normalized reverberation intensity with and without multipath.
The Rayleigh-reverberation threshold for Py, = 10~2 is shown on the figure,
which contains 103 samples so, on average, one threshold crossing is expected
in the upper plot for Rayleigh-distributed data and less than one in the lower
plot, owing to the correlation introduced by the multipath.
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Fig. 4. Probability of false alarm with and without multipath, compared with
that for Rayleigh reverberation. As expected, multipath shifts the Pr. curve
toward Rayleigh.

Rayleigh-distributed reverberation envelope and, because there
are 10° independent samples in the plot, only one threshold
exceedance would be expected were the Rayleigh hypothesis
true. When multipath are added, it is expected that the rever-
beration-envelope pdf becomes more Rayleigh-like, owing to
the increase in the number of scatterers that contribute at any
given travel time over the direct-path case. This is evidenced by
the smaller number of threshold exceedances in the lower plot
of Fig. 3 (five in this realization) and also by the Fy, curves
found in Fig. 4. The Py, for the K—distribution model and di-
rect-path data are approximately two and a half orders of mag-
nitude greater than the Rayleigh Py, when the latter is at 1075,
while the Py, of the multipath affected data lies in between.

In addition to making the reverberation data more
Rayleigh-like, multipath propagation is also expected to
increase the correlation of the data in time. The complex
time-series data with and without multipath are used to es-
timate the autocorrelation function of the data. An increase
in the correlation is evident in the curves shown in Fig. 5.
As the data are from multiple ranges with varying multipath,
the result is an average and, therefore, is smeared over many
ranges. This illustrates the difficulty in using at-sea data to
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Fig. 5. Magnitude of the autocorrelation function estimates with and without
multipath. Clearly, multipath increases the correlation of the reverberation in

time.

determine the effects of environmental conditions such as
multipath propagation, where the effect changes with range
and even ping when the source or receiver are not stationary.
The direct-path data for this example are independent from
sample to sample, a situation that represents a flat reverberation
spectrum and, therefore, an impulse such as an autocorrelation
function. As discussed in Section IV, more realistic spectra may
be simulated, including accounting for oversampling of the
data. Note that the P, curves and the correlation functions of
Figs. 4 and 5 are estimated from 100 independent realizations
of the reverberation time series shown in Fig. 3, illustrating the
utility of non-Rayleigh reverberation simulation that allows the
generation of an ensemble of pings with identical statistical
characterization.

F. More Complicated Propagation Conditions

The isovelocity sound—speed environment developed earlier
in this section is useful for illustrating the proffered simula-
tion technique, but is limited in that it does not account for
many of the conditions more representative of shallow-water
propagation. Inclusion of a generic sound—speed profile is the
most straightforward and immediate extension. As is commonly
done for ray-model-based reverberation codes [2], the multi-
path delays may be computed numerically for each range and
tabulated according to their time of arrival. However, this in-
crease in fidelity has an accompanying cost as compared with
implementing the isovelocity sound-speed profile. For example,
even though the different multipath arrive at the same time,
they may have varying lengths, requiring an accounting for dif-
ferent spreading losses on each path. Additionally, the structure
of the multipath may have abrupt rather than smooth changes
with range. For example, many downward-refracting profiles in
shallow-water environments will result in multipath structures
with no direct path beyond a certain range. This may be han-
dled by replacing the direct-path timeline of the isovelocity ex-
ample of Section ITI-A by the path with minimum travel time
or maximum amplitude. Such abrupt changes in the multipath
structure cause equivalent nonstationarity in the FIR filter struc-
ture of (42), requiring careful setting of the duration over which
the impulse response is assumed to be stationary.
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Ray models are certainly appropriate at higher frequen-
cies [40]; however, it should also be possible to simulate
non-Rayleigh reverberation using full-wave propagation solu-
tions such as normal mode, parabolic equation, or wavenumber
integration. In a manner similar to Ellis’ [45], development of
a reverberation power-level model based on normal modes,
reverberation may be simulated using a normal-mode solution
to shallow-water propagation where ray-mode analogies and
group velocities are used to obtain arrival times for the modes.
The full wave codes may also be used through Fourier synthesis
by forming the two-way channel-impulse response h{t,r) as a
function of horizontal range (r) and mapping this to a particular
timeline; e.g., the one created by the time of maximum con-
tribution of the sea floor t = g(r) = arg max, |h(7,7)|. This
mapping is then used to appropriately form the time-varying
impulse response of the filter applied to X (¢).

G. Travel Time and Grazing-Angle Effects

As previously discussed, accounting for multipath propaga-
tion by applying an FIR filter to the direct-path reverberation
time series is an approximation requiring that the muitipath ar-
rive relatively close to each other in travel time and have mini-
mally different grazing angles, a situation that occurs for large
travel times. If, however, the reverberation time series must be
simulated for very short ranges, it is possible to account for this
effect through the use of a 2-D FIR filter. At travel time ¢, let the
shape parameter desired for the :th path be

t
cos By i(t)
and define the maximum shape parameter required to be drawn
from the direct-path time series as @max(t). This may be ap-
proximated by the upper bound

Omax(t) < max o;(t + Tinax)

0;(t) (58)

(59

overi = 1,..., P, where T,y is the largest delay for any
multipath at any travel time in the direct-path timeline. Now,
generate a set of direct-path reverberation time series X (¢) for
k =1,..., K and set the shape parameter to

aolt) = ﬂ"%"—@ (60)
These time series may be thought of abstractly as the direct-path
response to strips of the sea floor, where a varying number are
combined to produce the response for each multipath at any
given travel] time. The reverberation response accounting for
multipath is then representable as a time-varying 2-D FIR filter

-~ P Li(t) ~
Y(t) =) ai(t) Y Xe(t— () (61)
=1 k=1
where
_ i(t)
Loy = [ao(t - Ti(t))] ©

of the K time series from travel time ¢ — 7;(t) are combined to
form the response of the ith multipath for travel time ¢. Clearly,
choosing a larger K improves the accuracy in simulating the
travel time and grazing angle effects at the expense of an in-
crease in computational effort. The approximation of (42) is ob-
tained from (61) by making L;(t) constant.
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IV. ACCOUNTING FOR REVERBERATION
SPECTRUM AND OVERSAMPLING

The methods presented in Section II may be used to generate a
sequence of independent K -distributed random variables. This
produces a flat-frequency spectrum, which may be acceptable
when the sampling rate and transmit waveform bandwidth are
equal, but in general is not realistic and is certainly not appro-
priate when the data are oversampled. Oversampling by a factor
of three to five is common in active sonar signal processing and
introduces correlation between samples and a shaped spectrum
that must be accounted for in simulating reverberation data.

The spectral shaping may be introduced by forming a discrete
time series at the complex envelope stage with a white spectrum
and applying a linear filter designed to match the spectrum of the
reverberation after matched filtering. This has been done using
theoretical spectra [3], [4], [7] and autoregressive models [1],
[8]. Unfortunately, filtering changes the higher order moments
of the input data; that is, if K -distributed input data are used,
the filter output data are not necessarily K distributed. The fol-
lowing sections describe how to choose the coefficients of an
FIR filter and the statistical character of the input sequence so
as to control the spectrum and distribution of the filter output.

A. Filter Coefficients

Faure [3] and Ol’shevskii [4] describe the autocorrelation
function and power spectrum of reverberation from a point-scat-
terer model, including the effects of random motion of the scat-
terers and motion of the source or receiver. For bottom rever-
beration, the scatterers are expected to be stationary so only
Doppler effects arising from source and receiver motion need
to be considered. Suppose that the Doppler scale induced by the
motion of a colocated source and receiver is g [i.e., if s(t) is
the transmit waveform, then s(ot) is the effective waveform in
the water]. Then, according to Faure [3], the complex envelope
of the reverberation prior to matched filtering will have a power

spectrum
W
sl

( Bo )

where S(w) is the Fourier transform of 3(t), the complex enve-

lope of the transmit waveform. After matched filtering against

the transmit signal with a Doppler scale f;, the spectrum be-
1

comes
w fw
Seelw) = prg S(b‘;) S (ﬂ,)

The spectrum of the simulated reverberation will be shaped
by passing a white random process W (t) with unit power
through a linear time-invariant filter. If the transfer function of
the filter is B(w), then the power spectrum of the filter output
will be

2
(63)

Spr(w) = 513-

2
. (64)

S.z(w) = [B(w))? (65)
which, when equated to (64), yields
1 w w
B =—8"=—]S{=]. 66
) Bo By (ﬁo) (ﬁl ) (66)
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The impulse response of the filter is the inverse Fourier trans-
form of B(w) and is easily found to be

b(t) = / " s (Bot)s(Bult + 7)) dt 67

using the convolution and time-reversal properties of the Fourier
transform. This also is the ambiguity function of the transmit
waveform when the Doppler scale 3 arises from source mo-
tion and B, from the matched filtering operation. Note that when
there is no Doppler effect (i.e., By = 1 = 1), the filter impulse
response is simply the transmit waveform autocorrelation func-
tion b(t) = R,,(t).

In practice, the implementation will be in discrete time and
the filter will have a finite-length impulse response with enough
taps to accurately capture the decay in the ACFE. For wide-band
waveforms with high-range resolution, this will not require very
many taps. Sampling the ACF every one-over-the-bandwidth
approximately results in a filter impulse response that is a Dirac
delta function. Oversampling results in an impulse response that
decays more slowly, which will be illustrated with an example

in Section IV-C.

B. Equivalent Shape Parameter and Prewarping

Passing Gaussian data through a linear filter will produce
Gaussian output data; however, applying a linear filter to
K -distributed data will not necessarily produce a K -distributed
output. That the K distribution is closed under addition when
the scale parameters are the same [20] implies that the output
will be K distributed if the FIR filter coefficients are constant.
When the filter coefficients are not constant, as would normally
be the case, the output data may still be well represented by the
K distribution and are likely to be sufficiently close for most
simulation purposes. It is, however, still necessary to control
the pdf at the output of the filter. This may be accomplished
by choosing the shape parameter of the input K distribution so
that the equivalent shape parameter of the output is as desired.
As described in [26] and [27], the equivalent shape parameter
is determined by matching the second and fourth moments of
the matched filter envelope with those of the K distribution
and inverting the resulting equations for the shape and scale
parameters.

Suppose that the input sequence to the FIR filter is the in-
dependent and identically distributed (i.i.d.) discrete-time se-
quence W, having a K -distributed envelope with a shape pa-
rameter o and a scale parameter \g. If the filter coefficients
are by, ..., br, then the filter output at time step n is

L
Xﬂ = Z biWn—i+1-

=1

(68)

The average intensity then is

my = E[|XA[’]

L
i=1 3

L
bib; E{Wn i a Wi _ 1]
1

L
= aoho p_ |bil*
i=1

(69)
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where
E[W,W;] = avolSi_j (70)

where 6; is the Kronecker delta function.
The average squared intensity is found in a similar manner,

ie.,
ma = E[| X.|"]

L
= E bib}beb} Wi 1 Wy Wk Wi 4]
i gkl=1

L
=Y |6l E[[Waita|']
i=1

L L
+23 > bl IokPE(Wa—is1 PIE(Wa—k41 /7]

i=1 k=1,#i
L L 2.
=2000% Y |bil* + 20523 [Z 1b,-|2]
=1 i=1
L
= 2m3 + 2a0A% D _ |bil* (71)
i=1

where simplification of the second line is achieved by noting
that the expectation is zerounless ¢ = j = k = lori = j and
= [lwithi # kori =land j = k with ¢ # j, all of which
are mutually exclusive. Further simplification requires (70) and
E[[W;]"] = 200(a0 + 1)A2 (72)
which is easily derived from the product form of the K distribu-
tion. It should be noted that the filter output sequence )Z',. will be
wide-sense stationary as long as the input data are wide-sense
stationary. This does not require all of the higher order moments
of the input sequence to be constant, only the mean and the auto-
correlation function. Since W,. has a white spectrum, zero mean,
and unit power, it is wide-sense stationary. Varying o, the shape
parameter of the input sequence, while keeping Ao = 1/ap,
does not affect this result, but will in fact alter the statistics of
the resulting reverberation sequence X,,.
The equivalent shape and scale parameters that describe the
higher order moments of the filtered output are now easily ob-
tained from mq and my [26], [27] as

- 2m.‘2,
o= —"72—
my — 2mj
2
L
(Zh o) .
S® | TS .
Zi:l lbil4
and
v _ myg — ng
2mg
L
L p,14
=)o [——-Z*L=1 | '2} . (74)
Ei:l lbl'

Note that if b; = 1, the output is expected to be K - distributed
with shape parameter Lo and scale Ag, because the K distribu-
tion is closed under addition when the scale parameters are the
same. The equivalent shape and scale parameters of (73) and
(74) produce exactly these results.
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These relationships are used to determine what shape and
scale parameter the K -distributed input sequence W; should
have in order to produce the desired statistical character after
spectral shape filtering takes place. In a manner similar to
that found in the design of digital filters from continuous time
models, this process prewarps the shape and scale parameters
so that the output can be controlled. The prewarped values are
easily obtained from (73) and (74) as

L 14
ap=a —————-——-——Efl i 5 (75)
(ZE i)
and
ZF':l |bi'2
Ap = )\ | ei=t el
‘ [z,il I o

where o and X are the desired shape and scale parameters. When
it is not necessary to simulate an exact value of «, the random-
number generation is more efficient when ay is set to the nearest
half-integer (i.e., set ap = round(2ay)/2 and appropriately
adjust Ag). Otherwise, the techniques developed in Section IT
may be used to efficiently generate K -distributed data when
2ay is not an integer. These methods should also be used when
ag is large owing to their computational savings over other
Gamma-random variate-generation methods.

C. Simulation Example

In order to illustrate the use of filtering for spectral shaping
and prewarping for control of the reverberation pdf, consider
simulating a linear frequency-modulated (LFM) waveform with
bandwidth W = 100 Hz, duration D = 1 s, sampling frequency
fs = 200 Hz, shape parameter ¢ = 3, scale parameter A =
1/a = 1/3, and no source-receiver motion-induced Doppler
effects.

The autocorrelation function of an LFM waveform [46], after
accounting for basebanding by the center frequency, is approx-

imately
sin (wW;W(IlT—- Lg)) . an

The digital filter that shapes the spectrum is formed from R, (1)
by sampling about the origin every 1/ f, seconds. Choosing an
odd number of filter taps L = 2K +1, the FIR filter coefficients
are

R"(T) =

b= R,,((i-1-K)T) (78)

fori = 1,...,L where T = 1/f, is the sampling period. For
signals that do not have an analytic expression or approximation
for their ACF, the filter coefficients may be easily obtained nu-
merically by generating the complex envelope of the transmit
waveform at the appropriate sampling rate and Doppler scale
and performing a numerical correlation for the desired number
of lags (K positive and negative).

Setting K = 20, which yields an L = 41 tap FIR filter, and
applying (75) and (76) results in ag = 1.02 and Ay = 0.495.
The moderate o method described in Section II-B is used to gen-
erate 10 000 + L independent K -distributed random variables
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10 v - v - - v v
W =100 Hz

Power spectrum (dB)

Frequency (Hz)

Fig.6. Reverberation spectrum as estimated from simulated data and transmit
waveform. A 41-tap FIR filter was used to shape the spectrum of the simulated
data.

W= 100 Hz

1w0'

Probability of false alarm

W0 N " " " A
0 2 4 [ ] 10 172

Threshold (dB)

Fig. 7. Probability of false alarm estimated from intensity of simulated data
compared with desired X distribution Pr. and the Rayleigh envelope Pra.

(at the complex envelope stage) with shape parameter o and
scale \g. These are filtered using an FIR filter with coefficients
described in (78) and the first L output samples are discarded
to account for the transient response of the filter. The resulting
sequence is used to evaluate the reverberation spectrum and en-
velope pdf.

The spectrum of the simulated reverberation time series is es-
timated using a Welch periodogram with a window size equal to
the signal duration (1 s), 50% overlap, and a Hanning window.
It is compared with the modulus of a DFT of the transmit wave-
form raised to the fourth power [from (64) with o = f; = 1]
in Fig. 6, where it is seen to well represent the desired spec-
trum in terms of width and falloff in the transition bands, al-
though the mainlobe ripple is not precisely represented and there
are slightly elevated sidelobes in the rejection band, although
they are still more than 30 dB below the peak value. Increasing
the number of taps improves the matching at the expense of
an increase in computational effort, to the point where there is
little noticeable difference within 40 dB of the peak value when
K = 100.

The probability of false alarm is estimated from the 10000
samples of data and compared with that of the desired K dis-
tribution in Fig. 7, where the accuracy of the simulation is evi-
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dent. The data, however, are not exactly K distributed, owing to
the approximation used in the random-number generation and to
the filter used to shape the spectrum. That the prewarped shape
parameter ap is close to an integer indicates that the former
does not play a large roll in this example. Evidently, the fil-
tering also does not largely change the reverberation distribution
from the desired K distribution, although any such differences
would be more likely to appear at higher thresholds where the
moment-matching is less effective. However, for the purposes
of simulating the performance of sonar systems in more real-
istic reverberation conditions, this small mismatch will almost
certainly be less than that introduced by other modeling errors.

V. CONCLUSION

Simulating sonar reverberation has traditionally been done by
using either a computationally intensive point-scatterer model
or a Rayleigh-distributed reverberation-envelope model with
a time-varying power level. Although adequate in scenarios
where reverberation arises from a multitude of scatterers,
the Rayleigh model is not representative of the target-like
non-Rayleigh reverberation or clutter that is commonly
observed with modern sonar systems in shallow-water environ-
ments. In this paper, techniques for simulating non-Rayleigh
reverberation were developed within the context of the
finite-number-of-scatterers representation of K -distributed re-
verberation. This model effectively bridges the gap between the
point-scatterer and Rayleigh-envelope models. Approximate
methods for generating K-distributed random variables were
developed to allow an efficient numerical implementation and
to avoid the computational effort associated with simulating the
response of individual scatterers. The effects of acoustic prop-
agation through a shallow-water environment were induced
by a piece-wise stationary FIR filter and a frequency-do-
main implementation and normalization. This combination
allows statistical control of the reverberation envelope and
incorporation of multipath propagation at the sonar resolution
cell level, as opposed to the scatterer level for point-scatterer
simulators, significantly reducing the required computational
effort. Shaping of the reverberation power spectrum was also
accomplished by an FIR filter chosen according to the transmit
waveform and the Doppler effect induced by source-receiver
motion and wide-band Doppler-matched filtering. Because the
spectral shaping filter alters the statistics of the reverberation, a
prewarping of the K distribution parameters was developed to
allow control of the statistics of the filter output.

The fundamental limitation and benefit of the proffered
simulation method is that the reverberation is generated after
beamforming and matched filtering. The disadvantages of this
method lie in the restriction to simulating reverberation, arising
from scatterers that are smaller than the resolution cell of the
sonar, an inability to include beam-to-beam correlation, and
more generally a lack of control over individual scatterers. The
advantage lies in the ability to quickly generate non-Rayleigh
reverberation following a statistical distribution parameterized
by the sonar system (beamwidth and bandwidth) and the envi-
ronment (scatterer size and density), while correctly accounting -
for multipath propagation and spectral shape.
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APPENDIX 1
REFLECTION AND SCATTERING COEFFICIENTS

As described in Jensen et al. {40], the bottom reflection coef-

ficient is

_ pyepsinby — pyn/c2, — ci cos? 8,
pocysin by + pyr/ck — cz cos? 6,
where ¢, = 1500 m/s is the speed of sound in water, ¢, = 1600
m/s is the speed of sound in the bottom, p,, = 1000 kg/m?® is
the density of water, and p, = 2000 kg/m? is the density of the
bottom.

The surface reflection coefficient is

R,(0,) = —exp {—2k203 sin? 6, }

where k = 2r /X = 2 f /¢, is the wavenumber (units are 1/m)
and o, is the root mean square (rms) roughness of the surface
in meters. In the simulation of Section III, the frequency is held
fixed at 2000 Hz; however, the frequency-domain implementa-
tion of the multipath filter in (44) allows a frequency-dependent
amplitude to be applied to each path for the surface-reflection
term.

Lambert’s law is used for the bottom backscatter coefficient

@n

(79)

Rb(gg)

(80)

pu(f,) = sinb,.

APPENDIX I
MATLAB CODE

A. Control Program—test.m

Note that the function xcorr requires Matlab’s Signal Pro-
cessing Toolbox.

$ Generate reverb w/ and w/out multipath,
% display data, & perform statistical analysis.
clc; clear all

% Initialization

bw = 100; % Bandwidth of transmit waveform (Hz)
c = 1500; % Speed of sound in water (m/s)

d0 = 10; % Source depth (m)

db = 100; % Bottom depth (m)

t0 = 2; % Start time (s)

pfa = le-3; % Pfa foxr threshold in figure(l)
delt = 1/ (pfa*bw); % Do 1/pfa indep. samples

tst = 0.5; % Time of stationarity of channel

it

alp = 1; % Shape parameter of K-distributed data
iseed = 50; % Seed to reset random number generators

$ Generate reverb data with & without multipath

rand('state’, iseed); randn(‘'state’, iseed);

[y, z, t0) = reverb(bw, tst, t0, delt, alp, 40, db);

% Plot normalized matched filter intensity data

tz = t0 + (0:(length(z)—1))/bw;

ty = t0 + (0: (length(y)—1)) /bw;

hO = —logi{pfa); % Rayleigh env. threshold

figure(l); subplot(21l);

plot(tz, abs(z)."2, [min(tz) max(tz)], hO*[1 1), ‘r--');
axis({[t0 t0 + delt 0 20]); subplot(212};

plot(ty., abs(y}.”2, [min(tz) max(tz)), hO*[1 1}, ‘r--’);

axis((t0 t0 -+ delt 0 201);
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% Simulate several sets to estimate correlation and Pfa
nset = leS*pfa;

for i = l:nset-1;

do, ab);

tst, t0, delt, alp,

fprintf(*.’);

[yy. zz} = reverb(bw,

y = {y:yy): z = [z;22);
end;

% Estimate and plot correlation

maxlag = ceil (0.2*bw);

‘unbiased’);

‘unbiased’);

[Rz, lags) = xcorr(z, z, maxlag,
[Ry,
lags = lags/bw; figure(2);

‘b-7,

lags] = xcorrly, y. maxlag,

abs(Ry), ‘r--');

axis{([min(lags) max(lags) 0 1.1));

plot{lags, abs(Rz}, lags,

$ Estimate and plot Pfa

h = linspace{0.01, max(max(abs(y)), max(abs(z)))~2, 100);

Fy = l-cumsum(hist (abs(y) .”2, h))/lengthly);

Fz = l-cumsum(hist(abs(z).”2, h))/length(z);

Fr = exp{—h); % Rayleigh Pfa

% Compute Pfa of K distribution

a=1/alp; b= alp; tmp = 2*sqrt(h)/sqrt(a);

Fk = exp(b*log(tmp) +log(besselk(b, tmp)) — ...

gammaln(b) — (b-1) *log(2));

figure(3); hdb = 10*1logl0(h};

semilogy(hdb, Fy, hdb, Fz,
hdb, Fk, ‘b--’};

axis([2 13 le-5 1));

‘b-’, hdb, Fr, ‘g--‘, ...

‘p--t,

B. Reverberation-Generation Code—reverb.m

function [ye, y0, t0] = reverb(fs, tst, t0, delt, alp, 40,
db)

% [ye, y0) = reverb(fs, tst, P, t0, delt, alp, 40, db)
Reverb time series with m-path based on iso

sound speed in a range-independent env

ye = reverb time series w/ m-path

y0 = direct path reverberation time series
fs = sampling frequency & bandwidth (Hz)

tst = time m-path is assumed stationary (s)

%

$

%

%

$

%

% t0 = received time to start simulation (s)

% delt = duration of output signal (s)

% alp = shape par of input K dist (integer > = 1)
% d0 = source depth (m)

% db = bottom depth (m)

%

¢ = 1500; % Speed of sound (m/s)

fc = 2000; % Center frequency for basebanding (Hz)
trimdb = 15; $ Remove paths < Peak-trimdb

% Start and end times of simulation

t0 = max(t0, 2*{db-do0)/c);

tl = t04delt;

% Find maximum delay —> largest FIR filter size
maxdel = 0;

for t = t0:1:¢t1,

do, db,

maxdel = max(maxdel, max{ti));

(ti, ai] = mpath.isoft, c, trimdb) ;
end;
m = max{1l, ceil{maxdel*fs));

% Stationarity time —~> data block size
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L = max(l, ceil(tst*fs));

% Kick up FIR filter size to allow for an FFT

n = 2”nextpow2 (m+L—1); m = n—L+1;

% Number of blocks to get to end time

nb = ceil{delt*fs/L);

% Generate channel filter

tb = t0+4(L/fs) /24 (0:nb-1) *L/fs; % Time of block

fv = (0:n-1)'*fs/n; % Frequency order for FFT

% Channel txf fcn for time block

for i = 1:nb,
{ti, ai) = mpath_iso(tb(i), ¢, 40, db, trimdb);
H(:, i) = exp(—j*2*pi*(fc+fv)*ti)*ai’;

end;

% Simulate direct path (K-dx RV's w/ shape = alp)

y0 = (randn(L*nb+4m—-1, 1)4---
sqrt(—1)*randn{L*nb+m—1, 1))/sqrti(2};

y0 = sqrt {—sum(log(rand(L*nb+m—1, alp}), 2)/alp).*y0;

% Indices into data vector for block-wise fft

ind = {1:m+L—1)‘*ones(l, nb)+ones(m+L~1, 1)*L*{0:nb-1);

% Form matrix of blocks, fft, filter, ifft

ye = iffe(fft(y0(ind)).*H);

% Discard first m—1 samples of each block

Py = ones (L, 1)*real(diag(H’*H))’'/n;

ye = reshape(ye(m:end, :)./sqgrt(Py), L*nb, 1);

function {tau, a) = mpath.iso(t, ¢, d0, db, trimdb)
% Multipath delay times and amplitudes at time t
pw = 1000; % Density of water (kg/m"3)
pb = 2000; % Density of bottom (kg/m"3)
cb = 1600; % Speed of sound in bottom (m/s)
fc = 2000; % Frequency for surface loss (Hz)
rms.rough = 0.1; % Surface RMS roughness (m)
% Find maximum number of paths
imaxodd = 2*floor(((d0+sqrt((db-d0) "2+ .-
(t*c/2)72))/db-1)/2) +1;
imaxeven = 2*floor{(1+ (—d0-+sqgre((db-d0) "2+ ---
(t*c/2)72))/db)/2);
P = max(imaxodd, imaxeven); i = (1:P)’;
% For odd values of i
iodd = find(rem(i/2, 1) = = 0.5);
if anyliodd),
tau(iodd) = t— (2/c) *sgre({t*c/2) "2~ (il{iodd)—-1).*...
db.*(({i(iodd)+1)*db—2*d0});
tgr = asin{2*(i{iodd)*db-d0)/(c*t});
z1 = pw*sqrt (c”2-(cb*cos(tgr})."2);
z2 == pb*cb*sin(tgr);
Rb = abs{{z2—2z1)./{z2+4+21));

Rs = —exp(—8* (pi*rms_rough*sin(tgr) *fc/c)."2);

Sb = abs(sin(tgr)};

a(iodd) = (Rs.”{ifiodd)—1)).*(Rb."{i{iodd)—1)).*Sb;
end;

$ For even values of i
ieven = find(rem({i/2, 1) = = 0);
if any(ieven),
tauf{ieven) = t—{2/c)*sqrr({t*c/2)"2—i(ieven) . .* -
db. *(({i(ieven)—2)*db+2*d0));
tgr = asin(2* ((i{ieven)—1)*db+d0)/(c*t));

z1 = pw*sqrt(c”2— (cb*cos(tgr)).”2);

22 =
Rb =
Rs =
Sb =
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pb*cb*sin{tgr);
abs{(z2-z1)./(z2+4z21));
—exp(~8* {pi*rmms_rough*sin(tgr) *fc/c)."2);

abs{sin(tgr));

a({ieven) = {Rs.”{i(ieven))).*(Rb.”(i(ieven)—2)}.*Sb;

end;

% Remove paths within trimdb of peak
trim = 10" (trimdb/20);

ind =

a= al

(1}

2]
3]
{4]
[5]

(6}

71
(8]

191
[10]

f11]

(12}

{13}

[14}

(15}

[16}

[17]

(18]

(19]

(20}

(21

find(abs(a)>max(abs(a))/trim);

ind); tau = tau(ind);
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Non-Rayleigh Reverberation Characteristics Near
400 Hz Observed on the New Jersey Shelf

John R. Preston, Member, IEEE, and Douglas A. Abraham, Senior Member, IEEE

Abstract—A descriptive analysis of reverberation statistics
is presented for data taken during the 2001 Acoustic Clutter
Reconnaissance Experiment, which was conducted on the Office
of Naval Research (ONR) STRATAFORM area off the coast of
New Jersey. Large area plots of reverberation versus topography
are presented as a lead-in to describe the statistics of the reverber-
ation and clutter that were observed during this experiment. A
comparison of polar plot appearance of spikiness with a measure
of non-Rayleigh behavior seems to correlate reasonably well and
suggests that the polar plots may be useful as such an indicator
of non-Rayleighness. Statistical analysis of the reverberation
showed that a moderate-to-large portion of the data examined
were nearly Rayleigh and that most of the data (Rayleigh-like and
non-Rayleigh) were well fit by the K distribution. The bistatic data
were seen to be uniformly and significantly more non-Rayleigh
than the monostatic data. This disparity is believed to be mostly
accounted for by the lower reverberation-to-ambient noise power
levels in the monostatic data and the smaller vertical beamwidth
of the bistatic source, rather than having arisen from the bistatic
geometry. Analysis of the shape parameter of the K distribution as
a function of bandwidth illustrated the “bandwidth’ effect where
the shape parameter first decreases inversely proportional to
bandwidth, but then increases in a trend back toward the Rayleigh
distribution at higher bandwidths. The shape-parameter estimates
are seen to be well fit by the elongated patch model of Abraham
and Lyons. The monostatic data were observed to have a minimum
occurring at a smaller bandwidth than for the bistatic data, a result
explained by the larger time spread of the multipath expected
for the monostatic source owing to its larger vertical beamwidth.
Analysis of a small amount of data from the 2003 Acoustic Clutter
Experiment, recently conducted on the New Jersey Shelf, predicts a
smaller bandwidth for the minimum of the shape-parameter curve
compared to the 2001 data. It is believed that the sound-speed
profiles in 2003 lead to more bottom interaction than in 2001 and,
therefore, produced a larger time spread in the multipath, leading
to a minimum occurring at a lower bandwidth. The results of
this paper indicate that many of the phenomena observed in the
analysis of reverberation-envelope statistics may be explained by
appropriately considering the effects of propagation in conjunction
with the sonar system with which the environment is probed.

Index Terms—Clutter, K distribution, non-Rayleight, reverber-
ation, sonar.

1. INTRODUCTION

HALLOW-WATER low-frequency (<5 kHz) active sonar
reverberation often can contain display clutter (i.e., target-
like returns), usually from the ocean bottom [1], [2]. To further
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explore the origins of active sonar clutter, medium-range rever-
beration measurements and analyzes were recently conducted
in the 2001 Acoustic Clutter Reconnaissance Experiment
(ACRE) and the 2003 Acoustic Clutter Experiment, sponsored
by the Office of Naval Research (ONR), Arlington, VA. The
STRATAFORM area (short for strata formation on margins)
off New Jersey was.selected as the experiment area because
of the high-resolution geologic and geoacoustic data that have
already been collected there, because the area is known to
contain buried river channels and other sub-seafloor features
that may give rise to clutter, and because it is representative
of continental-shelf shallow-water areas (see, for example,
[31-{8]). The 2001 experiment was a joint research effort led by
the Massachusetts Institute of Technology (MIT), Cambridge,
and included the Nato Undersea Research Centre (NATO URC,
formerly SACLANTCEN), La Spezia, Italy, and its Research
Vessel (R/V) Alliance, the Applied Research Laboratory at The
Pennsylvania State University (ARL-PSU) State College, and
the Naval Undersea Warfare Center, Newport, RI. In addition,
the Space and Naval Warfare Systems Center San Diego and
Naval Facilities Engineering Service Center provided a moored
bistatic source courtesy of the Multi-static ASW Capabili-
ties Enhancement Program Office at ONR, the Woods Hole
Oceanographic Institute, Woods Hole, MA, set the moorings,
and the University of Rhode Island, Kingston, ran the R/V En-
deavor (a University—National Oceanographic System vessel).
Many additional preliminary results and a full discussion of the
2001 ACRE sea-trial details can be found in the main overview
of the results [9] and in the Geological Clutter Acoustics
Experiment Report {10]. The 2003 experiment involved all the
same participants except NATO URC and in 2003 the Naval
Research Laboratory joined the research group.

These experiments were designed to: 1) improve our under-
standing of the physical mechanisms that scatter incident en-
ergy from on or below the sea floor into a receiver and can
possess target-like characteristics (clutter); 2) improve the un-
derstanding of the effects of sediment composition on clutter
and reverberation; 3) improve the understanding of the effects of
surface morphology and composition on scattering and clutter;
4) assess the suitability of current high-fidelity reverberation
and scattering models for model/data comparison and predic-
tion; and 5) ultimately find ways to minimize the impact of
clutter in shallow water via a better understanding of its rela-
tion to the underlying physics.

The principal objective of this work is to statistically charac-
terize the non-Rayleigh bchavior of reverberation seen during
the 2001 ACRE sea trial over three geologically distinct sub-
areas and to explore any dependencies of the reverberation sta-
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tistics on the sonar system or environmental characterization
[goals 2), 3), and 5), above]. Section II presents an overview
of the two experiments along with representative reverberation
power-level and transmission-loss plots. In Section III, the main
results are presented, summarizing the non-Rayleigh behavior
of monostatic and bistatic pings along tracks in each of the three
geologically distinct subareas. Some initial statistical observa-
tions from the 2003 Acoustic Clutter Experiment are included
to evaluate changes in statistical behavior between the two sea
trials. Finally, some of the data are compared with a model that
predicts the effects of non-Rayleigh behavior as a function of
bandwidth [11].

II. REPRESENTATIVE REVERBERATION OBSERVATIONS

This section contains an overview of the 2001 Acoustic
Clutter Reconnaissance Experiment and introduces the three
sites from which data are taken for the statistical analysis
of Section III. Three tracks from the 2001 experiment were
selected for detailed statistical characterization both for mono-
static and bistatic reverberation. A discussion of large-area
reverberation results (polar plots) for the three 2001 tracks is
presented after the overview as a lead-in to the presentation of
the non-Rayleigh statistical behavior of reverberation on the
New Jersey STRATAFORM area. The clutter seen in the polar
plots will be shown to often be indicative of what a sonar
might sense, as well as giving insight into how the beam time
series relates to the terrain. In conjunction with the transmis-
sion loss analysis of Section II-B4, these results help explain
many of the phenomena observed in the statistical analysis of
Section IIL.

A. Overview of the 2001 Acoustic Clutter Reconnaissance
Experiment

The 2001 Acoustic Clutter Reconnaissance Experiment was
conducted from April 25 to May 8, 2001. Coherent pulse-re-
verberation measurements were taken over the nine days
from April 27 to May S5, 2001, during which time over 3000
pings were transmitted and recorded. Local reflection-loss
experiments were conducted by Holland from May 5 to May 7
(see [12] for a description of his techniques). Extensive oceano-
graphic and transmission-loss measurements were made as
part of the sea trial. Reverberation measurements were carried
out using a towed horizontal line array (HLLA) in conjunction
with a towed source for monostatic measurements and a
moored source for bistatic measurements. Objectives included
validation of physics-based models of scattering from bottom
and subbottom features [13], [14].

The R/V Endeavor deployed and operated the bistatic source
consisting of a moored vertical array of seven omnidirectional
XF-4 flextensional sources vertically spaced at 1.625 m with a
total on-axis source level of (usually) 222 dBre 1l pPaatl m
at 420 Hz. The primary equipment for the monostatic reverber-
ation measurements deployed by NATO URC’s R/V Alliance
were two omnidirectional Mod 40 flextensional sources verti-
cally spaced at 1.9 m with a total on-axis source level of 212 dB
re 1 pPa at 1 m at 400 Hz. The horizontal line array was a
254-m three-aperture Prakla low-frequency array with design
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frequencies of 375, 750, and 1500 Hz. For all the 2001 results,
the 127-m aperture (750-Hz design frequency) was used, cor-
responding to a beam width of 2.2° at 400 Hz. Although the
Prakla array had a dynamic range limitation of 12 bits at the
hydrophones’ analog-to-digital converters, the 48 dB of vari-
able gain was used to minimize clipping over all but approx-
imately the first second after the direct arrivals. Signals used
for both monostatic and bistatic measurements were linear fre-
quency-modulated (LFM) or time-gated sinusoids contained in
the 370-450-Hz band. In what is presented below, only an LFM
sweep from 390-440 Hz is used, but there are three variants
since pulse lengths of 0.5, 1, or 2 s were used. Multiple tow
directions are necessary to resolve the left-right ambiguity of
the line array, so tracks were often paired with offset head-
ings typically between 15° and 30°. The array was towed at a
speed of 4-5 kn. After a turn, the arrays were allowed to sta-
bilize (about 10 min), after which interleaved monostatic and
bistatic coherent pulses were transmitted to make reverberation
measurements. Track legs were often 10 km in length, so the
time required for each leg of the experiment was typically about
75 min, plus at least 15-min time required on the turns (the typ-
ical turning angle was ~210°).

Fig. 1 shows all the ship tracks (in green), along with the
STRATAFORM area bathymetry [3], the buried river-channel
centers (in black), subbottom horizons catled R—reflectors (in
red, where a higher impedance layer comes closest to the sea
floor), and small surficial features such as iceberg scours (in
blue); all provided by Goff [6]. Centers of the three primary
Sites 1-3 are indicated on the map as S1, S2, and S3. These sites
are generic subareas in Fig. 1 and are very roughly 25 x 25 km
in size. This STRATAFORM area is considered to be represen-
tative of many continental shelf areas but, as will be explained
later, each of the three sites has some unique geologic properties.
The bathymetry structure was mapped to resolutions of about
30 m over the study area. Further details of the receiving arrays,
and of the ARL-PSU data acquisition, processing, and display
descriptions, are in [15] and [16]. Time domain beamforming
and signal basebanding was done in software using algorithms
developed by NATO URC’s R. Hollett.

B. Selected Reverberation Results From ACRE

1) Sire 1: Site 1 was selected because it had the highest con-
centration of known buried river channels [3], [17]. It is covered
by sandy sediment with relatively high compressional speeds
(18]. Typical river channels are 10—-1000 m across and meander
over kilometer scales in length and are buried 1-15 m deep
in this area. The first example of this section describes rever-
beration from a ping on track 87 near N 39° 18’ and E 72°
50’ at Site 1. This ping is from May 4. Water depths ranged
from ~65-85 m. The sound speed there on that day was near
1492 m/s at the surface, with-a moderate sound-channel axis
around 50 m and sound-speed minimums of 1472-1475 m/s.
The Prakla array was deployed to a nominal depth of ~35 m
and the R/V Endeavor source center was at 41 m and the R/V Al-
liance source was centered at 30 m. Winds were moderate with
a Beaufort wind force ~4-5. Directional background noise was
often present and ship traffic seemed to be light to moderate.
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Fig. 1. Map of STRATAFORM area bathymetry and 2001 ACRE ship tracks (green lines), buried river channels (black dendritic lines), subbottom horizons (red),
and small topographic features (blue), courtesy of Goff ef al. [3), [17]. Primary sites (regions) S1, S2, and S3 are indicated in red.

Fig. 2 shows the polar display of this matched filtered
bistatic reverberation event from track 87, Site 1, on the towed
array in a 50-Hz band centered at 415 Hz from a 1-s LFM
ping. This figure, and all subsequent polar plots of reverber-
ation, employs a compression algorithm in range [19] prior
to plotting. However, only the uncompressed matched filtered
time series are used in Section III to perform the statistical
analysis of the clutter. Fig. 2 also contains an overlay of the
geologic features including both old (thin dendritic lines) and
new river-channel interpretations (thick dendritic lines) by
Nordfjord et al. [20] and Goff er al. [21]. Higher ambient noise
(shipping) was present near both endfire directions. Rever-
beration is color-coded versus intensity and time is mapped
bistatically into location using actual source and receiver
locations. Directional ambient noise (usually shipping) above
the average background noise is seen as radials from the array
in the plots. This is a single ping, so the data contain the array
ambiguity, i.e., there is a mirror image about array heading
that is distorted in the bistatic displays. In these plots, clutter is
defined as localized returns that are well above the background.
After reviewing many plots similiar to Fig. 2, one can say that

there is some correlation between some of the clutter and the
buried river channels SW of the source/receiver ellipse (the
lineated returns that follow the channels, but in this figure those
partial correlations are obscured by the river channel overlay).
Clearly, there are other clutter returns that are not well mapped
to any currently known features.

2) Site 2: Site 2 was selected because of the erosional
blowout pits shown in blue in Fig. 1 [17] and because of its
proximity to previous transmission-loss measurements by other
researchers [22]. The blowout pits are roughly 1-10-m deep
and often less than 1 km in extent. It also is covered with a
high-speed sandy sediment [18]. The second example of this
section describes reverberation from a ping on May 1, track 17,
near N 39° 05’ and E 73° 05’ at Site 2. Water depth was approx-
imately 70-85 m. Fig. 3 shows the sound-speed profiles for
five times, taken from R/V Alliance during the seven tracks run
on this day. Most of the profiles showed speeds of 1485-1487
m/s at the surface and typically had a very weak sound-channel
axis and a sound speed minimum of ~1473-1478 m/s at a
depth of ~32-50 m. However, as first noted by Gauss and Ellis
[23], the sound-speed structure at this site was highly variable
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Fig. 3. Variability in sound speed during reverberation measurements near Site 2 on May 1, 2001.

in space and probably at least somewhat variable in time. The
profile taken at 16:17 was mostly taken to the south of Site
2 nearer the shelf break and in the deeper water in the Site 2
area. The other four (well-behaved) profiles were taken in the
shallower section of Site 2 to the north-northwest. These four
profiles are more typical of shallow-water areas. The reason
for the difference is that there are warm-water eddies from the
Gulf Stream that can bring warm water nearer the shelf break
and can result in higher speed areas in the middle of the water

column. Winds were moderate with a Beaufort wind force
~3-4.

Fig. 4 shows the polar display of matched filtered bistatic
reverberation from track 17 at Site 2, on a towed array in the
same 50-Hz band centered at 415 Hz from a 1-s LFM ping. The
Prakla array was deployed to a nominal depth of ~42 m and
the Endeavor source was at 55 m and the R/V Alliance source
was centered at 36 m. In this case, most higher level noise is
coming from the near forward endfire direction, with noise also
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from near-aft endfire. Strong azimuthally anisotropic scattering
is usually associated with bathymetric features (here, anisotropy
refers to azimuthally dependent scattering as seen by the re-
ceiver array). Strong scattering can clearly be seen from the
large orange-colored splotches running from SW to NE between
the 80-m contours and almost due south of the source-receiver
ellipse. (Note that the contour line is referred to here only to
help locate clutter features; it is not implied that it produces a
strong return by itself.) A look at other pings shows that the
area just described and not its mirror image is the source of
the high backscatter. These features were persistent from ping
to ping, but change apparent shape over the track, as seen by
the array. There is no obvious bottom or subbottom feature in-
dicated near these splotches. Hypotheses among the Acoustic
Clutter team researchers for the source of these returns include:
1) unmapped river-channel branches [7], {8]; 2) possible gas
pockets; or 3) biologic activity [24]. Also, there are the two
closely spaced acoustic reflectors deployed ~ 8 km due south
of the source, which give a nice reflection in this event (shown
as two triangles (A A) near an 80-m contour label).

3) Site 3: Site 3 was selected because it is an area covered
by stiff clay and, as a result, contains low-relief iceberg scours
{17] (shown in blue in Fig. 1). It has a somewhat lower sedi-
ment compressional sound speed than Sites 1 and 2 [18]. Typ-
jcal iceberg scours have approximately 1-2-m relief and are
order 10 m across and usually are less than a few kilometers
in extent. This final example from the 2001 experiment shows
reverberation from a ping on track 64 near N 39° 15’ and E
72° 37" at Site 3. This ping is from May 2. Water depths ranged
from ~95-140 m. The sound speed was spatially quite vari-
able, near 1490—-1495 m/s at the surface, with a moderate sound-

channel axis in the shallower parts near Site 3, but becoming
stronger as the water depth increased (see [16]). Critical depths
(the depth where sound speed at the surface is exceeded causing
nonbottom interacting paths to become important) ranged from
50-100 m in the deeper profiles. Sound-speed minimums of
1473-1475 m/s at depths of ~31--52 m were observed at this
site on this day. The same trend of seeing warmer water masses
as the ship moved to the southwest is true at this site also. The
Prakla array was deployed to a nominal depth of ~65 m and the
R/V Endeavor source center was at 84 m and the R/V Alliance
source was centered at 65 m. Winds were very light: the logs
show a Beaufort wind force of ~2-3.

Fig. 5 shows the polar display of a matched filtered bistatic
reverberation event from track 64 on the towed array in a
50-Hz band centered at 415 Hz from a I-s LFM ping. Ambient
noise (shipping) seemed high only close to forward endfire
directions. After looking at many polar plots (not shown here),
there is some good correlation between some clutter returns
and the area between the two R reflectors (in red) near the
120-m contours northwest of R/V Alliance in Fig. 5. This also
was a source of very high backscatter in the SUS experiments
of the 2001 Boundary Characterization Experiment conducted
between Sites 1 and 3 two weeks later (see [16]). There also
is some correlation between some of the clutter and highly
corrugated bathymetry from over the shelf break to the south
of R/V Alliance. (In this plot, the above two clutter areas are on
ambiguous bearings from each other.)

4) Some Observations Regarding Transmission Loss and
Bottom Insonification: In order to better understand some of
the statistical results of Section IIl, it is instructive to model how
the sound is insonifying the bottom (and water column). It is not
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Fig. 5. Polar plot of the bistatic matched filtered reverberation near Site 3 on the New Jersey Shelf using a 1-s LFM from 390-440 Hz, track 64. The black arrow
indicates the array heading, the base of the arrow the array position, and the tip the triangle symbo! A in the ellipse shows the location of the bistatic source.

possible to show all the results; therefore, an example from track
87 at Site 1 is selected, where the modeled transmission loss is
computed using the range-dependent acoustic model (RAM),
a high-angle parabolic equation code by Collins [25]. Close to
Site 1, during the 2001 Boundary Characterization Experiment,
an SUS inversion technique was used to estimate a geoacoustic
model for the sediment [16]. The southward-looking broadside
beam (200°T) from near the center of track 87, where R/V
Alliance was almost due north of the source (see Fig. 2) has been
selected. Fig. 6 shows the estimated transmission loss at 400
Hz from the monostatic two-element source on R/V Alliance
for a source depth of 30 m. The inset on the right shows the
sound-speed profile used in the computation; a weak duct
was present at that time and location. Note the modest range
dependence along the track with a depth range of 43 m. One
can see that, for the monostatic transmission, the sound field is
fairly diffuse up to about the 18-km range.

By contrast, a similar computation was made for the seven-el-
ement bistatic source on R/V Endeavor. This time, a line of
bearing from the source that crossed the monostatic line at about
midpoint was chosen. In this case, the bearing direction was
223°T. The result is shown in Fig. 7. Here, one can see that
the larger vertical aperture of this source produces considerably
more focusing of the sound field near the center of the water
column. More importantly, along the bottom there are many
more gaps in the bottom insonification than were observed in
the monostatic case. The transmission loss from a point source
scatterer at an average bottom depth back to the array produced
a diffuse field with no focusing.

When similar modeling was done for Site 2 (not shown here),
however, the radial selected was more variable in depth (£14 m)
and the sound-speed profile changed fairly substantially (three

profiles from Fig. 3 were used). The geoacoustic model used at
Site 2 was from Evans and Carey {22]. The result was that both
the monostatic and bistatic fields were diffuse near the sea floor,
but the bistatic field remained more focused in the water column
than the monostatic field. The point of this is that, for much of
the Site 1 data, the transmission-loss results shown in Figs. 6 and
7 are probably representative. At Site 2 in directions away from
the southeast quadrant and away from the shelf break, the pro-
files are similar to Site 1 and the focusing differences shown in
Figs. 6 and 7 should be present. Otherwise, the conditions need
to be modeled on a case-by-case basis to check these effects.

One final point is that the initial sediment compressional
speeds at Site 1 were estimated at 1660 m/s and at Site 2 to be
1560 m/s, but jumping to 1610 m/s after 5 m. Ram modeling
shows the field in the sediment decays rapidly away from the
water-bottom interface at both sites. As one reviewer pointed
out, the 15 or more dB attenuation visible in the one-way
modeling in the first 3 m of the sediment implies buried feature
returns will suffer double this from scattering, so favors bio-
logic scatterers in the water column if present, as the probable
cause for the observed clutter, even with much lower target
strengths from biologics. Coupling that with bottom scattering
strengths, which decrease with lower grazing angles versus
the flat grazing-angle dependence from water-column volume
scattering makes the argument for biologics as a source of the
clutter even stronger. Similar arguments were previously noted
by other reserchers as well [26].

5) Some Remarks on Data From the 2003 Experiment: Bi-
static data were also collected during the recent 2003 Acoustic
Clutter Experiment on the New Jersey Shelf. For this exper-
iment, the receiver was the new ONR Five Octave Research
Array (FORA) [27], using a 64-element subaperture cut for 500
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Hz. The source was identical to that used in 2001 for bistatic
data collection. The FORA has 19 bits of dynamic range at the
hydrophones, about 42 dB more than the Prakla array. The main
difference from 2001 is the theoretical (Hann-shaded) broadside
beamwidth for FORA at 400 Hz is 3.0°, not 2.2°. The statis-
tical analysis in Section III will include a few results from the

FORA receiver. The sound speeds were generally measured as
simpler downward-refracting profiles implying a lot of bottom
interacting paths and should mean that the bistatic source will
not show the focusing effects shown in Section 1I-B4 for the
2001 data. Also, the sound-speed structure was not nearly as
variable spatially as in 2001.
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III. STATISTICAL CHARACTERIZATION OF THE CLUTTER

In the case where reverberation after beamforming and
matched filtering is caused by diffuse and/or numerous
sources, the envelope statistics can usually be described by a
Rayleigh probability distribution. When that is not the case,
more complex statistical characterizations are needed. Several
probability density functions (pdfs) have been considered for
this, including the Weibull, log-normal, Rayleigh-mixture, and
K distributions [28]-[34].

Recently, a novel physics-based derivation of the K distribu-
tion [35] based on a finite number of scattering elements within
the sonar range-bearing resolution cell has allowed the analysis
of the reverberation-envelope pdf as a function of system pa-
rameters such as beamwidth and bandwidth [11}, [35], {36]. In
this section, the fit of the K and Rayleigh distributions to the
data observed on the New Jersey Shelf during the two Acoustic
Clutter Experiments is examined and then the shape parameter
of the K distribution is evaluated from the data as a function
of bandwidth and is compared with the change predicted by an
elongated patch model [11].

The pdf of the K distribution for the matched filter envelope
Y is

4 y \° 2y
= (%) Ko (%) @
where K, (z) is the modified Bessel function of the second kind
with order v and argument , « is the shape parameter, and Ais a
scale parameter controlling the power that is aA. The cumulative
distribution function (cdf) of the K distribution is

=1ty () (%)

When the shape parameter is large, the K distribution ap-
proaches the Rayleigh pdf and when it is small, it can have
tails significantly heavier than the Rayleigh pdf. In the model
described in [35], it was also shown that o is proportional
to the number of scattering elements (discrete scatterers or
scattering patches) in the sonar’s range-bearing resolution cell
and, therefore, is proportional to beamwidth and is inversely
proportional to bandwidth. However, as examined in [11] and
[36], when bandwidth is increased to the point where some of
the scattering elements are overresolved in range, the shape
parameter actually begins to increase in a trend back toward
the Rayleigh distribution. This non-monotonic bandwidth
dependence has only previously been observed on data from
the NATO Undersea Research Centre’s SCARAB 1997 sea
trial [36].

In this paper, the bandwidth analysis is performed on the
ACRE sea-trial data where the elongated patch model of [11]
is seen to provide a good fit to the K distribution shape pa-
rameter as estimated from the data. As derived in [35], suppose
that K -distributed reverberation arises from the contributions of
many patches having random sizes ( B;) and Gaussian responses
(Z;) that arise from interface scattering. The complex envelope
of the reverberation (cf. [11, eq. (1)]) is

2=y VB
i=1

)

(3)
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where n is the number of patches contributing to the sonar reso-
lution cell. The elongated patch model of [11] assumes that the
contribution (area) of each patch is

B; = min{S?A, S;} )
where S; is the exponentially distributed scatterer size in m?2,
A = ¢/(2W) is the downrange extent of the sonar range reso-
lution cell in m, c is the speed of sound in m/s, W is the band-
width in Hertz, and p € (0, 1) controls how elongated the patch
is. Elongation in range is obtained with p € (0, 0.5), while elon-
gation in cross-range is obtained from p € (0.5,1). Extreme
elongation occurs in range as p — 0.

A. Data Normalization

Prior to statistical evaluation of the reverberation envelope,
the time-varying mean power level of the reverberation time se-
ries must be removed. Such a detrending of the data is identical
to the processing found in active sonar systems prior to imple-
mentation of a detection algorithm and, in the context of false
alarms arising from clutter, helps to focus our analysis of rever-
beration on the areas of degraded sonar system performance.
Normalization differs from fixed time-varying gain (TVG) sys-
tems where a deterministic scale is applied to the data to re-
move a known time dependence (e.g., to remove the effects of
cylindrical spreading or sonar resolution cell area). Such TVG
systems can in fact induce apparent non-Rayleighness, as the re-
sulting data still have some residual time-varying power level.

Normalization requires the estimation of the reverberation
power level as a function of time. This is most efficiently accom-
plished using a cell-averaging normalizer [37], [38], which may
be implemented by using a finite impulse response (FIR) filter
to estimate the average power level in leading and lagging win-
dows [39] about the cell being normalized. There are other nor-
malizers that can provide more robust estimates of the reverber-
ation power level (e.g., order statistic-based normalizers [37]),
but these usually require significantly more computational ef-
fort. The large quantity of data processed in this analysis pre-
cluded the use of other normalizers.

Because the normalized data are formed by scaling the re-
ceived data by an estimate of the reverberation power, the tails
of the normalized data are heavier than that of the unnormal-
ized data (after a perfect equating of the power). This adverse
effect is minimized by keeping the windows of the reverbera-
tion power estimate large. However, they must be chosen to be
small enough to capture the nonstationarity of the reverberation
time series, which clearly depends on the complete acoustical
characterization of each environment (sound velocity profiles,
bathymetry, bottom characterization, etc.). Thus, each data set
must be evaluated to determine the appropriate window size by
viewing the normalized data. A properly tuned normalizer pro-
duces a time series with a constant background power level over
a longer duration than the window size. A second more elu-
sive indicator is that reasonable reverberation pdf models fit the
normalized data; that is, if the data are not fit well by either a
Rayleigh, K, Weibull, or log-normal distribution, then the nor-
malizer is not working correctly. A Rayleigh mixture is not in-
cluded in this list because it is flexible enough to provide a good
fit to data that have not been properly normalized [40]. Admit-
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Fig. 8. Upper plot: Sample of matched-filtered beam time series for track 1 x at Site 1 (from a beam 15° forward of broadside). Lower plot: Sample of the
cell-averaged normalizer output on the data shown in upper plot. The dashed line on the lower plot is the threshold chosen so that only one threshold crossing, on

average, would occur when the data are Rayleigh distributed.

tedly, these are not well-defined quantitative measures of how
well a normalizer is working and indicate that setting up a nor-
malizer can be more of an art than a science.

For the majority of the Acoustic Clutter Experiment data, a
split window approximately 1.6 s long (40 independent sam-
ples on each side of the cell being normalized) captured the
nonstationarity of the reverberation. With the present case of
a decimated sampling rate of 150 Hz and a 50-Hz bandwidth,
40 independent samples require windows 120 samples long on
each side of the datum being normalized. The gap in the split
window normalizer was three independent samples wide. Anal-
ysis is typically limited to times when reverberation exceeds the
noise by 6 dB.

As an example of this process, consider the beam data shown
in the upper portion of Fig. 8, which are taken from a beam 15°

forward of broadside from track 1 x at Site 1. Application of
the cell-averaging normalizer produces the time series shown
in the lower portion of Fig. 8. The dashed line on the plot is
the threshold chosen so that only one threshold crossing, on
average, would occur when the data are Rayleigh distributed
(i.e., the probability of false alarm is 1/n where n is the
number of independent samples in the time series and the
threshold is y/logn, where n is ~ 3400 in this case). The
time-varying nature of the time-series is evident in that the
data seem to be slightly spikier for this particular beam at
later times than at earlier times. The assessment that the later
times for this beam are spikier is also borne out by the larger
number of threshold exceedances as compared with earlier
times and will be examined in further detail in Section III-B.
These threshold exceedances would resuit in false alarms in an
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Fig. 9. PFA estimated from the first half of track 1 X (shown in Fig. 8) compared with that for the Rayleigh and K distributions. The data are only slightly

non-Rayleigh and are well fit by the K distribution.

active sonar system and, therefore, are of significant interest.
It should be noted that most beams that were examined did not
display such diversity in the reverberation-envelope statistics;
this beam was chosen to illustrate the potential nonstationary
that can be induced by the environment. All of the beamformed
data considered for statistical analysis are processed by the
cell-averaging normalizer.

B. Descriptive Analysis of the Reverberation Statistics

Once the beamformed and matched-filtered data have been
normalized to have unit power, the higher order moments may
be evaluated for departure from the Rayleigh distribution and for
fitting with the K distribution. In order to compare these statis-
tical distributions to those estimated from the data, the param-
eters of each distribution must be estimated. For the Rayleigh
distribution, the sample power is used. The K distribution, how-
ever, requires more effort to obtain estimates of its shape and
scale parameters. The method of moments technique described
by Joughin et al. [41] is used. In this technique, the analytical
moments of the probability distribution are equated to those es-
timated from data and the resulting (possibly nonlinear) equa-
tions are inverted to obtain the parameter estimates. The specific
algorithm employed for this data analysis (which requires an it-
erative solution to the moment equation) may be found in [35],
where it is noted that there is a nonzero probability that the mo-
ment equations are not invertible. Any block of data where this
occurs is not considered for further analysis.

Prior to this analysis of the higher order statistics, the data are
thresholded at approximately the 15-dB level to remove outliers.
That is, any values greater than 15 dB in the normalized data
are removed before the statistical analysis is performed. These
data are essentially discrete clutter that may be surface ships,

ship wrecks, spatially isolated and well-defined clutter, or even
electronic glitches from data acquisition and represent a small
portion of the data analyzed. This threshold level corresponds to
a Py, = 107! for Rayleigh-distributed data. Were the data K
distributed, the Pf, would be 5 - 10™° when a = 1,4.8 - 107©
when a = 2, and 4 - 10~9 when & = 10. Thus, even for data
that are significantly non-Rayleigh (@ = 1), it is unlikely that
reverberation would be incorrectly removed.

1) Fitofthe K Distribution: The quality of the estimation of
the K-distribution shape parameter improves as the number of
independent samples used in the estimation increases. Thus, it is
desirable to have as large a data block as possible, yet necessary
that the pdf of the data remain stationary within the block. For-
tunately, as can be seen by comparing the two plots in Fig. 8, the
statistics of the normalized data vary more slowly than that of
the prenormalized data, where the change in the average power
dominates. As previously mentioned, the first half of the data
in that particular beam seems less spiky than the latter half.
This result runs counter to the expectation that to first order,
the data should be more Rayleigh-like when the sonar resolu-
tion cell size increases, as it will for increasing range. (Resolu-
tion cells at the latest times in Fig. 8 are approximately seven
times larger than those at the earliest times.) This then repre-
sents a nonstationarity with range in the dominant scattering
mechanism. The nonstationarity is also evident in estimates of
the probability of false alarm (P, ), as seen in Figs. 9 and 10.
In Fig. 9, the Py, is estimated from the first half of the data in
Fig. 8 and is seen to be only slightly non-Rayleigh, as empha-
sized by the moderate shape parameter estimated (& = 21.1),
and well fit by the K distribution. In Fig. 10, the data are es-
timated from the latter half of the ping and are seen to be dis-
tinctly more non-Rayleigh (& = 1.36), although the K distri-
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Fig. 10. PFA estimated from the second half of track 1 x (shown in Fig. 8) compared with that for the Rayleigh and K distributions. The data are significantly

non-Rayleigh and are reasonably well fit by the K distribution.

bution still provides a reasonable fit. Further examination of the
beam geometry indicates that the left-looking bearing (32°T)
follows the 75-m bathymetry contour toward the head of the
Hudson Canyon and the right-looking bearing (242°T) points
gently upslope toward the New Jersey shoreline. At approxi-
mately 50 s, both beams depart the study area into regions where
detailed bathymetry is not available, so a precise accounting for
this clutter is not possible. It is, however, important to note that
such clutter can occur at, or perhaps is accentuated by, relatively
low reverberation-to-noise power ratios (RNRs). As can be seen
in the upper plot of Fig. 8, the RNR dips as low as 6 dB between
50 and 80 s. Such situations may allow other scattering mech-
anisms or ambient noise to dominate the diffuse reverberation,
although the latter is not a likely culprit in this case, based on
the uncluttered 5 s of ambient noise visible at the beginning of
the time record in the upper plot of Fig. 8.

These comparisons of the Py, curves help to evaluate the
fit of the pdf models; however, they are unwieldy and require
visual interpretation. An alternative, more quantitative method
lies in the use of the Kolmogorov—Smirnoff (K-S) test [42],
which uses as a test statistic the maximum absolute difference
between a model cdf and the sample cdf estimated from a block
of data. The asymptotic p value is used to determine a threshold
for accepting the model as either a good or bad fit to the data
where the model uses parameters estimated from the data. The
p value may be interpreted as the probability of observing a
value of the test statistic more extreme when the pdf model being
tested truly represents the data. Therefore, small p values lead
to rejecting the hypothesis that the data follow the model being
tested while larger ones lead to acceptance. The p value of the
K-S test statistic for track 1 x is shown in Fig. 11, where it
is estimated from blocks of data containing 500 independent

samples (10 s of data). From the p value it can be seen that the
first half of the ping is well modeled by both the Rayleigh and
K distributions, while only the K distribution provides a good
fit in the latter half. This may also be intuited from the estimate
of the K -distribution shape parameter, which is large in the first
half of the ping and small in the latter half.

In using the shape parameter of the K distribution for the
statistical analysis of large quantities of reverberation data, it is
first necessary to determine that the K distribution provides a
good fit. For the broadside beam (or a nearby one if the broad-
side beam is dominated by ambient noise) from each ping on the
three tracks described in Section I, the asymptotic p value [42]
of the K-S test statistic is computed for both the Rayleigh and
K distributions from blocks of 500 independent samples that
overlap by 80%. The median p value over the beam for each
of the distributions and the median estimated shape parameter
is shown in Tables I-VI for each ping, with the odd-numbered
tables representing the monostatic data and the even-numbered
tables the bistatic data. Table VII contains the results from a
small amount of bistatic data from the 2003 experiment (the
monostatic source was not used in 2003). Of the 50 pings rep-
resented in these tables, only three have median p values such
that the Rayleigh distribution provides a better fit than the K dis-
tribution. This does not necessarily imply that such a small per-
centage of the data are Rayleigh distributed, as evidenced by the
summary statistics presented in Table VIII. There, it is seen that
59%-86% of the monostatic data blocks in each track passed
the K-S test for a Rayleigh distribution at level 0.05 (i.e., the p
value for the block was greater than 0.05), yet all of these data
passed the test for the K distribution. Similarly for the bistatic
data, 21%-56% of the data blocks in each track passed the test
for a Rayleigh distribution and 86%-100% passed the test for
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K-S test statistic p values for the Rayleigh and K distributions for track 1 X and the inverse of the corresponding estimates of the K -distribution shape

parameter . The p values illustrate that the data are well fit by both the Rayleigh and K distributions in the first half, but are only well fit by the K distribution
in the latter half. The K -distribution shape parameter correspondingly has high values (inverse small in the figure) in the first half and low values (inverse large in

the figure) in the latter half.

TABLE 1

STATISTICAL ANALYSIS OF MONOSTATIC DATA ALONG TRACK 87 AT SiTE | FROM THE ACRE 2001 DATA SET. OF THE 13 PINGS ANALYZED, 58.8% OF THE DATA
BLOCKS PASSED THE K-S TEST AT THE 0.05 LEVEL FOR THE RAYLEIGH DISTRIBUTION AND 100% PASSED FOR THE KA DISTRIBUTION

Site Pulse Julian Track | Display | Median | Median Median
length (s) | day/time no. clutter @ PK Pr
1 1 124 234908 87 some 14.6 0.56 0.87
1 1 124 234458 87 some 3.72 0.90 0.01
1 1 124 233228 87 some 4.06 0.45 0.008
1 1 124 232818 87 some 20.2 0.74 0.35
1 1 124 231548 87 no 20.0 0.83 0.76
1 1 124 231138 87 no 9.11 0.61 0.13
1 1 124 225908 87 some 7.08 0.74 0.08
1 1 124 225458 87 some 2.16 0.53 6.0 x 10~7
1 1 124 224228 87 yes 3.56 0.48 0.002
1 1 124 223818 87 no 13.7 0.78 0.39
1 1 124 222548 87 some 7.92 0.86 0.53
1 1 124 220908 87 some 4.18 0.64 0.11
1 1 124 220458 87 some 5.55 0.91 0.07
TABLE II

STATISTICAL ANALYSIS OF BISTATIC DATA ALONG TRACK 87 AT SITE 1 FROM THE ACRE 2001 DATA SET. OF THE EIGHT PINGS ANALYZED, 23.4% OF THE DATA
BLOCKS PASSED THE K-S TEST AT THE 0.05 LEVEL FOR THE RAYLEIGH DISTRIBUTION AND 85.7% PASSED FOR THE K DISTRIBUTION

Site Pulse Julian Track | Display | Median | Median Median
length (s) | day/time no. clutter a PK PR
1 1 124 234048 | 87 yes 117 024 [14x10712
1 1 124 233458 | 87 yes 1.65 0.19 | 33x1077
1 1 124 231818 | 87 yes 0.90 0.054 | 1.2x 1071
1 1 124 230138 | 87 yes 343 0.79 0.0006
1 1 124 224458 | 87 yes 1.83 0.10 | 5.2x10° 1%
1 1 124 222818 | 87 yes 18.1 0.95 0.64
1 1 124 221138 | 87 yes 241 0.55 0.0003
1 1 124 220048 | 87 yes 7.32 0.84 0.12

the K distribution. A random sampling of other pings that were
analyzed exhibited similar trends; therefore, these results are ex-

pected to hold for the majority of the data from the 2001 exper-
iment. Thus, the K distribution is accepted as a good model
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STATISTICAL ANALYSIS OF MONOSTATIC DATA ALONG TRACK 17 AT SITE 2 FROM THE ACRE 2001 DATA SET. OF THE 6 PINGS ANALYZED, 66.7% OF THE DATA
BLOCKS PASSED THE KS TEST AT THE 0.05 LEVEL FOR THE RAYLEIGH DISTRIBUTION AND 100% PASSED FOR THE K DISTRIBUTION

Site Pulse Julian Track | Display | Median | Median | Median
length (s) | day/time no. clutter @ PK PR
2 0.5 121 124515 | 17 some 4.66 0.95 0.22
2 1 121 124835 17 some 20.7 0.75 0.49
2 0.5 121 132655 17 some 17.9 0.35 0.36

2 1 121 133015 17 some 2.67 0.91 0.0001
2 0.5 121 134335 17 some 3.26 0.75 0.01
2 1 121 134655 17 some 8.02 0.54 0.80

TABLE IV

STATISTICAL ANALYSIS OF BISTATIC DATA ALONG TRACK 17 AT SITE 2 FROM THE ACRE 2001 DATA SET. OF THE NINE PINGS ANALYZED, 20.8% OF THE DATA
BLOCKS PASSED THE K-S TEST AT THE 0.05 LEVEL FOR THE RAYLEIGH DISTRIBUTION AND 88.1% PASSED FOR THE K DISTRIBUTION

Site Pulse Julian Track | Display | Median | Median | Median
length (s) | day/time no. | clutter a PK PR
2 0.5 121 123655 17 yes 2.70 0.60 0.0002
2 1 121 124015 17 yes 2.28 0.57 0.0002
2 1 121 125335 17 yes 1.52 0.54 7.0 x 107
2 1 121 130335 17 yes 1.48 0.31 7.0x10°°
2 1 121 131155 17 yes 2.63 0.87 0.0009
2 1 121 132335 17 yes 2.30 0.71 0.001
2 1 121 133835 17 yes 1.82 0.55 6.8x 1077
2 0.5 121 135155 17 yes 2.19 0.63 0.0001
2 1 121 135515 17 yes 4.19 0.76 0.048
TABLE V

STATISTICAL ANALYSIS OF MONOSTATIC DATA ALONG TRACK 64 AT SITE 3 FROM THE ACRE 2001 DATA SET. OF THE FIVE PINGS ANALYZED, 86.4% OF THE
DATA BLOCKS PASSED THE K~S TEST AT THE 0.05 LEVEL FOR THE RAYLEIGH DISTRIBUTION AND 100% PASSED FOR THE K DISTRIBUTION

Site Pulse Julian Track | Display | Median | Median | Median
length (s) | day/time no. clutter o Pk PR
3 1 122 194135 64 some 15.0 0.82 0.49
3 1 122 195815 64 some 3.30 0.54 71x107°
3 1 122 201455 64 some 16.6 0.83 0.30
3 1 122 203135 64 some 14.8 0.70 0.44
3 1 122 204815 64 some 35.7 0.94 0.937
TABLE VI

STATISTICAL ANALYSIS OF BISTATIC DATA ALONG TRACK 64 AT SITE 3 FROM THE ACRE 2001 DATA SET. OF THE FIVE PINGS ANALYZED, 34.7% OF THE DATA
BLOCKS PASSED THE K-S TEST AT THE 0.05 LEVEL FOR THE RAYLEIGH DISTRIBUTION AND 100% PASSED FOR THE K DISTRIBUTION

Site Pulse Julian Track | Display | Median | Median | Median
| length (5) day/time no. clutter a PK PR
3 1 122 193315 64 some 9.72 0.79 0.14
3 1 122 194955 | 64 some 3.22 0.63 0.007
3 1 122 202315 64 some 5.25 0.53 0.19
3 1 122 205635 64 some 4.55 0.83 0.02
3 1 122 212955 64 some 4.75 0.66 0.008
TABLE VII

STATISTICAL ANALYSIS OF BISTATIC DATA FrOM THE ACE 2003 DATA SET. OF THE FOUR PINGS ANALYZED, 56% OF THE DATA BLOCKS PASSED
THE K~S TEST AT THE 0.05 LEVEL FOR THE RAYLEIGH DISTRIBUTION AND 100% PASSED FOR THE K DISTRIBUTION

Site Pulse Julian Track [ Display | Median | Median | Median
length (s) | day/time no. clutter o PK PR
1 1 121 191225 85¢ some 5.4 0.74 0.06
1 1 124 124405 Ip.2 yes 2.6 0.84 0.0007
2 1 127 121405 | 141a.l some 12.5 0.91 0.47
2 1 128 174405 | 2012 yes 5.6 0.84 0.16

for further statistical analysis where the shape parameter repre-
sents the degree of Rayleighness of the data with high values
being Rayleigh-like and low values having potentially signifi-
cantly heavier tails.

The fifth column in Tables I-VII contains a qualitative as-
sessment of the degree of clutter observed in the corresponding
polar plot of each ping (three of these are found in Section II). In
general, the pings that exhibit clutter in the polar plot are asso-
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TABLE VIII
PERCENTAGE OF BLOCKS ON EACH TRACK PASSING THE K-S TEST AT LEVEL 0.05 AND MEDIAN o FOR THE SEVEN TABLES PRESENTED PREVIOUSLY
Monostatic Bistatic
Event Rayleigh | K | Median a | Rayleigh | K | Median a
Site 1/Track 87 58.8 100 5.45 23.4 85.7 1.99
Site 2/Track 17 66.7 100 6.17 20.8 88.1 2.30
Site 3/Track 64 86.4 100 15.7 34.7 100 4,75
2003 Misc. n/a n/a n/a 56.0 100 5.34

ciated with lower « values than pings that do not. This indicates
that it is possible to infer the presence of non-Rayleighness in
the data by examining the polar plots. )

2) Monostatic Versus Bistatic Comparison: There is a very
clear difference in the reverberation-envelope statistics between
the monostatic and bistatic data presented in Tables I-VI, where
the latter are observed to be more non-Rayleigh than the former.
The summary statistics shown in Table VIII indicate that the
median shape parameter for the monostatic data was 2.68, 2.74,
or 3.31 times larger than that for the bistatic data, respectively,
for tracks 87, 17, and 64. There are many possible sources for
this disparity, including diversity in the scatterer response, dom-
inant scattering mechanism, sonar system transmitter, RNRs, or
oceanographic conditions. However, owing to the consistency
across the three sites over which the disparity is observed, the
most likely contributors are systematic ones such as the RNR or
differences in the sonar system transmitter.

The bistatic source had more transducers and a more verti-
cally focused transmit beampattern, resulting in a source-power
level approximately 10 dB greater than the monostatic source.
Therefore, the bistatic source accentuates the lower order modes
of the waveguide, keeping more energy in the middle of the
water column and enabling propagation to greater ranges as
compared with the monostatic source. This has led to a greater
reverberation-limited regime in the bistatic data, which allowed
the analysis of bistatic data from ranges approximately two or
more times greater than that for the monostatic data. Despite
the expectation that the larger ranges result in a proportion-
ately larger K -distribution shape parameter, the dominant scat-
tering mechanism may be different at these greater ranges, as for
the data in Fig. 8, and bias the bistatic estimates toward lower
shape-parameter values. However, the data shown in Fig. 8 were
observed to be quite atypical, so this is not expected to pro-
duce the disparity observed in the reverberation statistics over
all three tracks analyzed.

A more likely cause arises from the disparity in the rever-
beration power level with respect to the ambient noise power.
The majority of the monostatic data analyzed were only about
6-10 dB above the noise level, whereas the RNR exceeded
20 dB for most of the bistatic data. Thus, the -monostatic data
may be contaminated by ambient noise, which is typically
Gaussian distributed. (If the monostatic thresholds were set
higher, there would not be enough data left on a beam to make
any statistically significant conclusions.) The results of [43]
illustrate how an additive Gaussian component can change
the effective shape parameter of reverberation data.! Let the
complex envelope of the received signal be X =U+ Z, where

IThe effective shape parameter is that found by equating the moments of the
K distribution with those of another distribution [11].

the ambient noise is represented by Z , which is a zero-mean
complex Gaussian distributed with power o2 and the reverber-
ation is represented by U, which has a K -distributed envelope
with shape parameter «yy and scale parameter Ay. If r is the
ratio of the reverberation to ambient noise power

auAU
o2

&)

then the equivalent shape parameter [11] of the envelope of X
is

ax = (1+1/r) ay. ©)
Thus, ax is always greater than ay; that is, Xis always more
Rayleigh-like than U and the two shape parameters are related
by a multiplicative factor (1 + 1/r)2. For an RNR of 6 dB, this
results in a factor of 1.56 and for 10 dB a factor of 1.21. Thus, -
part—although not all—of the disparity between the monostatic
and bistatic reverberation statistics may be accounted for by the
lower RNR of the monostatic data.

The greater vertical directivity of the bistatic source (a 16.8°
vertical beamwidth at 400 Hz) compared with that of the
monostatic source (58.9° at 400 Hz) has another effect on the
reverberation-envelope statistics. Owing to multipath propaga-
tion, reverberation at any given time is the coherent sum of the
signals scattered from several different parts of the sea floor.
The smaller vertical beamwidth of the bistatic source limits the
number of paths (an equivalent argument can be made with
modes), contributing to the reverberation. Thus, the effective
number of scatterers contributing to reverberation at any given
time is smaller and, therefore, the reverberation should appear
to be more non-Rayleigh for the bistatic source because of
its greater vertical directivity. This effect is confirmed in the
transmission loss analysis of Section II-B4, where the bistatic
source results in energy being more tightly focused along par-
ticular propagation paths than does the monostatic source. This
increased focusing implies that there are more gaps in bottom
insonification, which leads to fewer significant multipaths in
the two-way channel-impulse response from source to bottom
scatterer to receiver. In a modal interpretation, this results in
fewer insonified modes. Based on a preliminary analysis of
the effect of multipath propagation on the equivalent shape
parameter (which is a topic of current research), a multiplicative
factor of 2-7 is realistic for the difference between sources
with the aforementioned vertical beamwidths in this type of
environment. Note that if the dominant scattering mechanism
were biologics in the water column, as has been hypothesized
in [9] and [24], a similar effect to that described for the bottom
scatterers would be expected.
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Thus, the disparity between the reverberation-envelope sta-
tistics of the monostatic and bistatic data from the 2001 exper-
iment is believed to arise from a lower RNR in the monostatic
data and from the greater vertical directionality of the bistatic
source, which leads to the excitation of fewer modes and,
therefore, fewer effective scatterers in the received reverbera-
tion at any given time. It is possible that there are differences
between monostatic and bistatic scattering that may contribute
to differences in the reverberation-envelope statistics; how-
ever, the two aforementioned sources are believed to dominate
the statistics in this particular case. Although the reverbera-
tion-envelope statistics are more non-Rayleigh for the bistatic
source, the increase in the signal-to-reverberation power ratio
achieved by the vertical focusing will likely outweigh the in-
crease in the probability of false alarm that arises from a lower
shape parameter, as occurs when increasing bandwidth or the
receive array aperture [44]. This highlights the importance of
considering reverberation-envelope statistics in sonar system
design.

3) Geographic Variability: After reviewing many polar
plots of reverberation, like those in Section II, strong concen-
trated spiky clutter returns were seen generally from Sites 1
and 2, but less so at Site 3, where the clutter often came from
larger connected scattering patches usually associated with
bottom features. These observations are confirmed by the data
in Tables I-VI and are obvious from Table VIII, where the
median shape parameter estimate for the data at Site 3 is more
than twice that for Sites 1 and 2.

As noted in Section II, the high clutter at Sites 1 and 2
sometimes correlates well with parts of buried features, like
sections of the river channels and parts of the R reflectors (see
also [9] and [16]). Other high clutter returns seem uncorrelated
with any known features, be it surficial or sub-sea floor. How-
ever, much of the subbottom is still not mapped in the detail
that is needed. The semirandom nature of these correlations
makes it very difficult to conclude that these geologic features
are the dominant scattering mechanism [9]. There usually does
not seem to be a good correlation of the clutter returns with
the iceberg scours (~ 1-m relief) or blowout pits (~ 5-m re-
lief). Those features are both on the order of (or less than)
one wavelength in height for the 400-Hz coherent pulse data
presented here. The lower values of o at Site 3 are probably
influenced by the fact that it was not possible to get the source
and receiver below the much deeper and more pronounced
sound channel in that area [9], [16], so ray paths to the bottom
were more shielded. A very interesting observation from the
2001 experiments (including the 2001 Boundary Characteri-
zation Experiment) was that the sound-speed structure was
much more variable in space than in time for the R/V Alliance
expandable bathythermograph (XBT) data. The incursion of
warm gulf stream water from eddies was much more likely as
one moved toward deeper water on the New Jersey Shelf, with
a resulting double-duct feature. In the shallower parts of the
STRATAFORM area, the sound-speed profiles seemed more
typical of shallow waters and usually were simpler down-
ward-refracting or weakly ducted environments.

Results from SUS-based analysis in the same area during
the 2001 Boundary Characterization Experiment indicated
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that the New Jersey Shelf was not a particularly high-clutter
area compared to other rapid environmental assessment (REA)
areas, like the Malta Plateau, the Scotian Shelf, or Kiparissia
Bay, when using REA SUS processing techniques [15], [45],
[46]. This might imply that many other REA areas could be
even worse than the STRATAFORM area with respect to clutter
when coherent pulses are used. However, the SUS resuits
showed anisotropy in the diffuse reverberation as observed by
a horizontal array.

One last observation is that comparison of polar plot appear-
ance of spikiness with a measure of non-Rayleigh behavior
seems to correlate reasonably well and suggests that the polar
plots are valuable as such an indicator. However, they are much
coarser than the actual data and, therefore, do not provide
the precise characterization obtained from estimating the
K -distribution shape parameter.

C. Bandwidth Analysis of the Shape Parameter

In this section, the dependence of the K -distribution shape
parameter and, therefore, the reverberation-envelope statistics,
on bandwidth is investigated. The transmit bandwidth of 50
Hz is not particularly large; however, the “bandwidth” effect
first noted in [11] and [36] is observable. The bandwidth ef-
fect entails a decrease in the shape parameter of the K distri-
bution inversely proportional to bandwidth when the sonar’s
resolution cell is larger than the scattering elements (patches
or discrete scatterers) and is followed by a reversal back to-
ward the Rayleigh distribution (i.e., larger values of the shape
parameter) when the scattering elements are overresolved in
range. The initial decrease in the shape parameter corresponds
to a reduction in the number of scattering elements in each
range-bearing resolution cell while the increase arises from a
limitation of the randomness introduced by the downrange size
of the scattering element. The minimum of the shape-parameter
curve occurs when the downrange extent of the range-bearing
resolution cell is near the effective size of the scattering ele-
ments. The effective size of the scattering elements is essen-
tially their actual size convolved with the impulse response of
the environment. Therefore, it is not possible (at this time) to
obtain estimates of the size of the scatterers from the minima
of these curves.

The processing described in [11] is implemented for band-
widths varying from approximately 0.8-50 Hz for 44 of the
50 pings analyzed in Section II-B. Similar to the analysis
of Section III-B1, the shape-parameter estimates are formed
from blocks of data in each beam consisting of 500 indepen-
dent samples with 80% overlap; however, in this analysis, all
beams are processed. The 2001 data consisted of 129 beams
pointing from forward to aft endfire, the 2003 data only had
65 beams. The shape parameters for each data block are nor-
malized by the minimum over all bandwidths in each block,
averaged over each ping and over all pings, and shown as a
function of bandwidth in Figs. 12-17 for the 2001 monostatic
(even-numbered figures) and bistatic (odd-numbered figures)
data from the three sites. The results for the 2003 bistatic
data are found in Fig. 18. Normalization by the minimum
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Fig. 12. Change in shape parameter of the /" distribution from the minimum observed over various bandwidths where “+ marks are averages for each ping and
“0” marks are averages over nine monostatic (lower power) pings from track 87 at Site 1 of the 2001 data. The solid line is that predicted from an elongated patch

model (power = 0.4).
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Fig. 13. Change in shape parameter versus bandwidth over seven bistatic (higher power) pings from track 87 at Site 1 of the 2001 data. The solid line is that

predicted from an elongated patch model (power = 0.5).

shape parameter estimated in each data block allows compar-
ison with the elongated patch model of [11] and removes the
dependence of the shape parameter on the sonar resolution
cell area, which clearly changes over the whole range of data
analyzed. The elongated patch model of [11] with the power
p, as indicated in the figure captions, is shown with each of
the aforementioned plots and is seen to represent the data
well.

Comparing the shape-parameter curves for the monostatic
data to those for the bistatic data, it is seen that the minimum
generally occurs at a lower bandwidth for the monostatic data.
The difference is more clearly visible in the curves from Sites
2 and 3 than from Site 1. If the average size of the scatterers

is small as compared with the time spreading induced by
propagation, then the minimum of the shape parameter curve
should be inversely proportional to the time extent of the
two-way channel-impulse response (i.e., the time spread of the
channel). Thus, the lower bandwidth of the minimum in the
shape-parameter curve for the monostatic data corresponds to a
commensurately larger time spread of the propagation, which
arises from the larger vertical beamwidth of the monostatic
source as compared with that of the bistatic source.

Although there are only four pings of data in the curves for
the 2003 bistatic data, it is clear that the minimum occurs at a
bandwidth nearly four times smaller than for the 2001 bistatic
data from Site 2 and approximately two times smaller than for
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Fig. 14. Change in shape parameter versus bandwidth over six monostatic (lower power) pings from track 17 at Site 2 of the 2001 data. The solid line is what

was predicted from an elongated patch model (power = 0.3).
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Fig. 15. Change in shape parameter versus bandwidth over eight bistatic (higher power) pings from track 17 at Site 2 of the 2001 data. The solid line is what was

predicted from an clongated patch model (power = 0.4).

the 2001 bistatic data from Site 1, indicating that the effective
size of the scattering elements is larger in the 2003 data.? Ex-
amination of polar plots of the reverberation during the 2003
experiment indicated that the clutter regions were more con-
nected in both range and bearing, which may or may not trans-
late into a larger effective size of the scattering elements. The
sea states during the 2003 experiment were similar to those in
2001; however, as noted in Section II-B5, the sound-speed pro-
files measured in 2003 were generally more simply downward
refracting, implying more bottom interaction. This may in fact
result in a larger time spreading in the multipath, which would

2The larger beamwidth of the array used in 2003 compared with that used in
2002 (3.0° versus 2.2° at 400 Hz for a broadside beam) is not expected to be a
significant factor.

lead to a lower bandwidth for the minimum in the shape-param-
eter curves. This hypothesis is also supported by the fact that
the median shape-parameter values seen in Table VIII are more
than twice as large as those corresponding to the 2001 data, in-
dicating that the 2003 data have more multipath contributing to
the reverberation at any given time. This result should be qual-
ified by the fact that only four pings of 2003 data have been
analyzed thus far and, therefore, may not be representative of
all of the data from this trial.

These results have several significant implications. Foremost
is that the “bandwidth” effect is observable in these data and is
not isolated to the data analyzed in [11] and [36], which were
from the Capraia Basin north of Elba, Italy. Second is that the ef-
fect is observable for both monostatic and bistatic data, a hereto-
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Fig. 16. Change in shape parameter vs. bandwidth over 5 monostatic (lower power) pings from track 64 at site 3 of the 2001 data. The solid line is that predicted

from an elongated patch model (power = 0.4).
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Fig. 17. Change in shape parameter versus bandwidth over five bistatic (higher power) pings from track 64 at Site 3 of the 2001 data. The solid line is what is

predicted from an elongated patch model (power = 0.4).

fore unknown result. One also sees that the minima have shifted
up from 3 to 6 Hz at Sites 2 and 3 when going from monostatic
to bistatic data and that the minimum has shifted down, going
from 2001 to 2003 bistatic data. This implies that any adaptation
of a sonar system to optimize the bandwidth with respect to this
effect will likely require in situ data analysis and indicates that
further research is necessary to determine what effects dominate
the location of the minimum of the shape-parameter curve; these
observations indicate a high correlation with the time spread
of the channel. Coupled with this last effect is a concern that
the minimum of the shape-parameter curve occurs at such low
bandwidths. It is traditionally assumed that broad-band sonar
systems are desirable because performance improves as band-
width increases. Kroenert [47] illustrates this as a reduction in

detection threshold for Rayleigh-distributed reverberation. For
K-distributed reverberation, this same result was shown [44]
when the target echo and scattering elements are all within the
sonar’s resolution cell. It is not clear what will happen to sonar
system performance when the inverse proportionality between
the shape parameter and bandwidth assumed in [44] does not
hold. One might expect that the larger shape parameter implies
less clutter; however, it is expected that this will be countered
by an increase in the correlation or dependence of the reverber-
ation in time when the scatterers are overresolved. That the min-
imum can occur at such low bandwidths implies that the effect
of overresolution of scattering elements on the sonar’s perfor-
mance will affect all but sonar systems using sinusoidal transmit
waveforms and, therefore, requires investigation.
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Fig. 18. Change in shape parameter versus bandwidth over four bistatic (higher power) pings from the 2003 data. The solid line is what is predicted from an

clongated patch model (power = 0.3).

IV. CONCLUSION

This paper presents an analysis of the reverberation and
clutter (clutter being defined as reverberation data producing
false alarms in sonar systems) observed on the New Jersey Shelf
during the 2001 Acoustic Clutter Reconnaissance Experiment.
Polar plots were used to evaluate the power of the long-range
diffuse reverberation and to make the initial identification of
regions of high clutter. This was followed by a descriptive
analysis of the reverberation-envelope statistics from the ACRE
sea trial and a limited analysis of data from the 2003 Acoustic
Clutter Experiment. Statistical analysis of the reverberation
indicated that a majority of the data is well represented by the
K distribution while a significant amount (21%-86% of the
data on each track) are nearly Rayleigh distributed.

The bistatic data were observed to be uniformly and signif-
icantly more non-Rayleigh than the monostatic data. It was
shown that this difference most likely arises from the disparity
in the sonar sources, although bistatic scattering has not yet
been ruled out as a potential contributor. The bistatic source had
a higher source-power level, leading to higher reverberation
power levels as compared with the ambient noise. The resulting
shape-parameter estimate for the monostatic data was seen
to be biased high by a multiplicative factor that increases
as the RNR decreases when the ambient noise is Gaussian.
The bistatic source also had more vertical directionality than
the monostatic source, leading to more focusing of acoustic
energy along distinct paths. This results in less multipath in the
two-way channel-impulse response, which leads to a smaller
shape parameter (i.e., more distinctly non-Rayleigh) for data
from the source with a smaller vertical beamwidth.

Analysis of the K -distribution shape parameter as a function
of bandwidth illustrated the “bandwidth” effect where the data
become more non-Rayleigh as bandwidth increases, followed
by a reversal back toward the Rayleigh distribution. These data
were seen to be well represented by the elongated patch model
of [11], which predicts this effect as arising from overresolu-
tion of scattering elements in range. It was observed that the

minimum of the shape-parameter curve occurred at lower band-
widths for the monostatic data than for the bistatic data, which
is accounted for by the larger channel time spread expected for
data from a source with a larger vertical beamwidth. A differ-
ence in the shape-parameter curve minimum was also observed
between the 2001 and 2003 bistatic data, with the latter occur-
ring at a lower bandwidth. This most likely arose from the more
simply downward-refracting sound—speed profiles measured in
2003, which resulted in more bottom interaction and, therefore,
a larger channel time spread. One might expect that the larger
shape parameter implies less clutter; however, it is expected that
this will be countered by an increase in the correlation or de-
pendence of the reverberation in time when the scatterers are
overresolved. That the minimum can occur at such low band-
widths implies that the effect of overresolution of scattering
elements on the sonar’s performance will affect all but sonar
systems using sinusoidal transmit waveforms and, therefore, re-
quires investigation. -

The results of this paper illustrate that the ocean environment
in conjunction with the sonar system plays an important role
in determining and interpreting the reverberation-envelope sta-
tistics, which directly impact the false-alarm performance of a
sonar system. More realistic sonar system performance mod-
eling, improved sonar system design, and in situ environmental
adaptation may be achieved by appropriately accounting for
these dependencies of the reverberation-envelope statistics.
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Active sonar reverberation is often observed to have a non-Rayleigh envelope owing to a finite
number of scattering elements in each sonar resolution cell. For direct-path-only propagation,
the statistics of the reverberation follow that of the seafloor response. However, when includ-
ing multipath propagation, the reverberation statistics are expected to be closer to the Rayleigh
distribution than the seafloor response owing to the larger number of scattering elements that
contribute at any given time. In this paper, the effect of multipath on the reverberation enve-
lope statistics is quantified by deriving the equivalent K distribution shape parameter (&) as
a function of transmit waveform bandwidth. Large values of & indicate Rayleigh-like statis-
tics while smaller ones represent heavier-tailed reverberation. For bandwidths high enough
to resolve all the multipath, it was determined that & is the shape parameter of the seafloor
response multiplied by a number that depends on the multipath amplitudes and is between one
and the number of paths. An isovelocity sound speed environment is used to illustrate that in-
creasing the vertical aperture of a sonar’s source makes reverberation envelope statistics more
non-Rayleigh by reducing the number of multipath that contribute to reverberation.

1. INTRODUCTION

Reverberation in active sonar systems is traditionally assumed to have an envelope following
a Rayleigh probability density function (PDF) owing to a central limit theorem argument based
on an infinite number of individual scatterers in each range-bearing resolution cell. However,
recent models have shown that a finite number of randomly sized scattering elements (e.g.,
patches or discrete scatterers) can produce non-Rayleigh reverberation following the K dis-
tribution with a shape parameter (o) that is proportional to the average number of scattering

elements in the sonar’s resolution cell [1].
This paper examines the effects of multipath propagation on the reverberation envelope PDF




as a function of sonar bandwidth for a finite number of scattering elements. The metric of com-
parison is the shape parameter of a moment-matched K distribution (&) which is an indicator of
how Rayleigh-like the PDF is; small values of & represent severely non-Rayleigh reverberation
with heavy tails and large values of & are indicative of nearly Rayleigh reverberation.

In the following section, & is derived for seafloor environments including multipath leading
to a K -distributed reverberation envelope with scattering elements that are fully within the
sonar resolution cell. The resulting & is evaluated as a function of bandwidth for various ranges
in an isovelocity shallow water environment illustrating the effect of source vertical aperture

on reverberation statistics.

2. EFFECT OF MULTIPATH ON STATISTICS

Suppose that reverberation arises from scattering from a finite number of patches in each
sonar resolution cell as derived in [1]. When each patch has an exponentially distributed area,
the reverberation envelope becomes K -distributed. The complex envelope of the reverberation
time series after beamforming and matched filtering may be characterized as

X(t) = b(t) * h(t) * Res(2) (1)

where R,,(t) is the autocorrelation function of the basebanded transmit waveform, k(%) is the
impulse response of the propagation channel as described in [3], and b(t) is the response of
the seafloor to direct path propagation. For reverberation arriving at the sonar receiver at travel
time ¢, it is assumed that the channel impulse response may be modeled as a sum of scaled (a;)

and delayed (7;) Dirac delta functions
L
h(t) =Y a;6(t—7). )
i=1

The transmit waveform autocorrelation function is often approximated by a rectangular func-
tion with width equal to one over the transmit waveform bandwidth (W), Rss(t) ~ M(Wt)
where 1(t) is the rectangle function which equals one when |¢| < 1/2 and is zero otherwise.
The convolution between the channel impulse response and the transmit waveform autocorre-

lation function may then be approximated by

L L
hw (t) = h(t) * Rss(t) = Z:a,ﬁss (t—7) = gai nwW(t-m)) 3)
R N
= j;y,.m< A ) 4)

Equation (3) is the sum of L potentially overlapping rectangle functions centered at times
7, with width 1/W and complex heights a;. Equation (4) simply recharacterizes this sum
into a set of P non-overlapping rectangle functions centered at times ¢; with widths A; and
heights v;. The delays ¢; and widths A; are easily found by first sorting all of the change-
points of (3) {m; &+ 1/(2W)} into the ordered sequence {v;} for j = 1, ..., 2L and then
letting each of the 2L — 1 regions between adjacent change-points be a rectangle with width
A; = 7j41 — 7. The heights are formed according to v; = 3 icc; 0 where C; is the set
of indices ¢ such that ; — 1/(2W) < v; and ;41 < 7 + 1/(2W); that is, summing all of
the input rectangle function amplitudes that contribute to the jth output rectangle function.




Finally, any of the rectangle functions having either zero amplitude (v; = 0) or zero width
(A; = 0) may be removed, leaving P non-overlapping rectangle functions. This technique
may produce adjacent rectangle functions having equal amplitudes; however, this does not
affect the following statistical analysis.

According to the finite-number-of-patches model of [1], b(¢) is a K-distributed random

Process
b(t) = > \/BiZib (t — ;) 5)
i=1

where B;, Z;, and c; are, respectively, the area, complex-Gaussian response, and delay associ-
ated with the ith patch. The distribution of the delays ¢; depends on the frequency with which
a patch occurs in b(t). This may be characterized by

2
,Bo(t) _ tebﬂc

" 4cosf,(t) ©

which is the number of patches per second where 6, is the beamwidth in radians, 3 is the
density of patches per square meter on the seafloor, c is the speed of sound, and ,(t) is the
grazing angle. The grazing angle should be chosen as that for the path arriving at time ¢ with
the largest amplitude [3].

Assuming that the average patch size 1 = F[B;] is much smaller than the sonar resolution
cell at the highest bandwidth of interest implies that b(¢) has a flat spectrum over this frequency
band and is therefore effectively white. If the scale parameter of b(t) is a constant \q over the
interval (to, ¢;), then b(t) will have the property that X = ftf)‘ b(t)dt will have a K-distributed
envelope with shape parameter ftto‘ Bo(t)dt and scale parameter ). Additionally, based on the
independence of each scattering patch, if ¥ = J2 b(t)dt and the intersection between (to, ¢;)
and (i, t3) is the null set, then X and Y are independent.

Using these properties, it can be seen that when b(t) is convolved with hy(t) the rever-
beration time series may be represented as the sum of P independent K -distributed random

variables X

. Ll t—¢;+0;/2 P
X(6) = hw(t) % b(t) = 3 v / T b(ndr = Y X;. %)
j=1 t—¢;i—A; /2 j=1
Here the scale and shape parameters of X j are
2 t—¢i+A;/2
Aj = lIle /\0 and a; = ,Bo(T)dT ~ ﬁg(t - ¢j)Aj (8)
t—¢;i—A;/2

where Ao = po? and o2 is the backscattered power per unit area of a patch. The approximation
in Eq. (8) arises from assuming that ,(t) is constant over the time of integration.

It is convenient to approximate the sum in (7) by a single K -distributed random variable.
Therefore, we wish to determine the equivalent shape and scale parameters [2] of the sum of in-
dependent K -distributed random variables with varying shape {a;} and scale parameters {); }.
The equivalent shape and scale parameters are formed from the second and fourth moments of
the matched filter envelope. The second moment is easily seen to be

P P
mg = E[IX@)P]:;EUW]=§am ©)



while the fourth moment requires slightly more effort

me = E[IX01]= > BXXXX]

ok, 1=1
P P 2 P
= 2ZCYJA?+2 Za]‘)\j =2 aj)\]z+2m§ (10)
=1 j= =1
The equivalent scale and shape parameters are then
2
:\ My — zmg - ;;1 aj’\? and &= 2m% _ [2.7?:1 Olj)\j] (11)
mo 15 mg — 2m3 T Al

At longer travel times it is reasonable to approximate the patch density parameter by a
constant over the duration of the multipath arrivals Go(t — ¢;) =~ Bo(t — Pmax) = Bo Where Prax
is the delay pointing to the rectangle function with highest amplitude. This leads to a slight
simplification of (11) which will be exploited in the following analysis.

When none of the multipath are resolved by the transmit waveform (i.e., 1/W > max7; —
min7;), hw (t) & Rss(t) ©X, a; which leads to no change in the shape parameter & = Go/W
and a scale parameter A = | TE, a;*)o. It should be noted that the matched filter envelope
remains K -distributed under this condition. Conversely, when all of the multipath are resolved
by the transmit waveform (i.e., 1/W < min;x; [7; — 75]), then A; = 1/W, v; = a;, and P = L.
Thus, A; = |a;|*o and a; = Bp/W which lead to equivalent scale and shape parameters

2

s it el . ,30[ 1 |ai|2]
A= === d = 12
P A > N PR 12

By applying the Cauchy Schwartz inequality, it can be seen that & is bounded above by LBy /W.
By phrasing & as a Rayleigh quotient, it can be shown to be bounded below by So /W. Thus,
when all multipath are resolved, the shape parameter of the matched filter envelope is simply
the shape parameter with no multipath multiplied by a constant, which is dependent on the
bandwidth and is between one and L, the number of paths. It is interesting to note the impli-
cation that, once the multipath are resolved, the shape parameter will resume decreasing in a
manner inversely proportional to bandwidth.

It can be shown that for a random process b(t) which is not K -distributed that the equivalent
shape and scale parameters still follow (12) where Go/W is replaced by the equivalent shape

parameter of the input process b(t).

3. ISOVELOCITY PROFILE EXAMPLE

An isovelocity sound speed scenario with a co-located source and receiver is used to illus-
trate the effect of multipath on reverberation statistics. The specifics of the environment are
detailed in the upper right corner of Fig. 2. In Fig. 1, & for an omni-directional source and
receiver (or for the broadside beam of a towed array receiver) is seen to increase with travel
time and have breakpoints related to the frequencies associated with the cycle and doublet dis-
tances near the strongest multipath (the triangle and plus marks). The frequencies obtained
from the water and source depths provide approximate breakpoints. In this example, the den-
sity of patches (3,(t)) was held constant with time. Thus, the increase in & with travel time
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Fig. 1: Equivalent shape parameter (&) vs. bandwidth for various two-way travel times.

observed in Fig. 1 arises from the multipath and not from an increasing size of the resolution
cell.

The effect of having a source with vertical directionality is examined in Fig. 2 where & is
shown for travel time ¢ = 20 s for a source with center frequency f. = 1 kHz and with N =1,
9, or 17 transducers that are spaced vertically with design frequency f; = 2 kHz. A smaller
vertical beamwidth decreases the number of paths contributing to reverberation, which leads
to a smaller & and more non-Rayleigh reverberation. The decrease in & can be significant: a
factor of 1.8 for the 2, array (N = 9) and a factor of 4 for the 4\, array (N = 17) after
the multipath are resolved. Similar results have been observed recently in a data analysis of
reverberation from sources with disparate vertical aperture. Note that these results are obtained
for frequency independent beamforming; that is, a constant beamwidth for all frequencies.

4. CONCLUSIONS

Compared with direct-path-only propagation, it is seen that multipath propagation has no
effect on & when the sonar bandwidth is small enough that all of the multipath lie within one
resolution cell. However, when the bandwidth is large enough to resolve all of the multipath,
it was found that & increases compared with that for direct-path-only propagation. That is,
the reverberation becomes more Rayleigh-like, as would be expected when more scattering
elements are added to each resolution cell. The increase in & manifests itself as a constant (with
respect to bandwidth once the multipath are resolved) scale applied to the shape parameter for
direct-path-only propagation that is bounded between one and L where L is the number of
paths. When sonar bandwidth is such that some, though not all, of the multipath are resolved,
a numerical model was developed to approximate ¢.

An isovelocity sound speed example illustrated how the reverberation envelope statistics
depend on the structure of the multipath, which in turn depends on the environmental charac-
terization and the sonar system transmit and receive beampatterns. It was seen that having a
source with vertical directivity makes the reverberation more non-Rayleigh than for an omni-
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directional source owing to a smaller number of multipath contributing to reverberation at any
given time. The resulting increase in false alarms is most likely countered by the commensu-
rate reduction in reverberation power level as is illustrated in [4] for increases in bandwidth or

receive array aperture. .
In addition to improving our understanding of how multipath affects reverberation enve-

lope statistics, these results are also useful for improving the accuracy of sonar performance
modeling through a better characterization of the probability of false alarm and how it varies
with bandwidth under more realistic acoustic propagation conditions than has been previously

considered.
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Abstract

After matched filtering and beamforming, active sonar reverberation is often observed to have a non-
Rayleigh distributed envelope, particularly for broadband transmit waveforms and large aperture arrays.
Statistical analysis and modeling of the reverberation envelope has predominantly occurred after beam-
forming where the number of scattering elements contributing to reverberation is taken to be proportional
to the array beamwidth. In this paper, a non-Rayleigh reverberation model is developed for an array of
hydrophones in the farfield of the seafloor scattering. The effective number of scattering elements (&),
which is the shape parameter of the moment-matched K distribution, is derived for the conventional beam-
former output. A narrowband approximation is developed for cases where the steering vector of the array
does not change significantly over the band of the transmit waveform. An analysis of the conventional
beamformer output for a towed array example illustrates that & from the array model is greater than that
obtained from the 3-dB beamwidth, well approximated when the 6-dB beamwidth is used, and depends
on the multipath structure and seafloor scattering statistics. High elevation-angle arrivals near the array
endfire that contribute to beams at azimuths closer to broadside are seen to increase & in these beams with
a commensurate reduction in & in the beams nearer to endfire. A technique for simulating non-Rayleigh
array reverberation data is developed accounting for both multipath propagation and anisotropic seafloor

scattering statistics.

1. INTRODUCTION

Active sonar reverberation is often assumed to follow a Rayleigh probability distribution owing to a large
number of scatterers and a central limit theorem argument. However, when broadband transmit waveforms
and large arrays reduce the size of the sonar resolution cell and therefore the number of independent
scattering elements that contribute to reverberation, the envelope statistics can become non-Rayleigh.
The K distribution may be used to represent such reverberation with the shape parameter related to
the number of scattering elements in the resolution cell, a quantity assumed to be proportional to array
beamwidth and inversely proportional to transmit waveform bandwidth [1].

in this paper, a model is developed to represent non-Rayleigh. reverberation at the hydrophone level rather
than after beamforming. The array response to scattering from the seafloor is formulated as the superposi-
tion of the response to angular sectors originating at the phase center of the array and spaced so that they
are several times denser than the minimum azimuthal beamwidth of the array. This allows straightforward
simulation of non-Rayleigh array data and more accurate evaluation of the statistics of the conventional
beamformer output in conjunction with ray-based propagation in a shallow water environment. A towed-
array example is used to illustrate the differences between array modeling and assuming a K-distribution

shape parameter proportional to beamwidth.
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2. ARRAY MODELING

For ease of exposition, an array model for non-Rayleigh reverberation will be developed and analyzed for a
shallow water environment with a constant sound speed, range-independent bathymetry, and a ray based
solution to the wave equation. Extension to more complicated environments follows readily [2]. It is further
assumed that the array is in the far-field of the seafloor scattering and that the source and receiver are

co-located.

Owing to multipath propagation, reverberation observed at two-way travel time ¢ impinges on an array
from a number of regions on the seafloor. As shown in [2, 3], this may be approximated by modeling the
response of the seafloor to direct-path-only propagation and subsequently applying a time-varying finite
impulse response (FIR) filter to account for the multipath arrivals. Define z(t,6) as the complex envelope
of the impulse response of the seafloor to insonification of an angular sector at azimuth § with width d
where only direct-path propagation is considered from the source to the scattering patch to the phase
center of the receiving array. If a, for p = 1,...,P are the amplitudes of the P multipath and 7, are the
corresponding delays that represent the reverberat;on at time t as defined in [2, 3], then

P
y(t,0) = Ro(t) * D _apa(t —75,0) )

p=1

approximates the reverberation measured at the phase center of the array from the azimuthal sector at §
after matched filtering where Ry(t) is the autocorrelation function of the transmit waveform. In order to
account for spatial non-stationarity in the statistical response of the seafloor, the statistics of z(t,8) can
vary with t and 8. Azimuthally dependent bathymetry and oceanography can be incorporated by forcing
the multipath characterization to depend on € in addition to time.

Let d(6, ¢, f) be the plane-wave steering vector at frequency f for an array comprising N hydrophones
pointing to azimuth @ and elevation angle ¢. In this paper, bold is used to denote vector or matrix
variables, a superscript T the transpose operator and a superscript H the conjugate transpose operator.
The reverberation received by the array may then be characterized in the frequency domain as

27 P
Y(f)=S(f) | X(f,60))_ ape?"Id(6, 8, f)db (2)

0 p=1

where Sy(f) is the Fourier transform of Ro(t), X(f,6) is the Fourier transform of z(t,0) and ¢, is the
elevation angle of the pth multipath arrival from azimuthal angle #. From this representation, it will be
possible to perform a statistical analysis of the output of a conventional beamformer and to simulate

non-Rayleigh reverberation at the hydrophone level.

Under direct-path-only propagation, the shape parameter a of the K distribution has been shown to be
proportional to the number of scattering elements in a sonar resolution cell [1} and is a useful indicator of
whether the reverberation envelope statistics are Rayleigh-like or more heavy-tailed. In this context, large
values of a represent Rayleigh-like statistics while small values are indicative of heavier tailed reverberation.
Although not explicitly necessary, it will be assumed in this paper that x(t ) is K-distributed with a shape
parameter that varies with time as described in [1]-[3].
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3. CONVENTIONAL BEAMFORMER STATISTICAL ANALYSIS

Application of a conventional beamformer (CBF) pointing to azimuth v, and elevation . (i.e., direction
% = (a,1e)) with weight vector w (1, f) to the array data described in (2) results in the beam output

27 P 27
Y(£,4) = So(f) | X(£,0)Y  ape™ "I owH (3, £)d(9, 65, f)db = | X(LOC(69)d ()

p=1

and the corresponding time domain signal

2r  poo
y(t,¢) = /0 /_oo z(t — s,0)c(s,0,¢) dsdf (4)
where c(t,0,1) is the inverse Fourier transform of
) P
C(f,8,%) = So(f)D ape > mowH (3, £)d(8, b, f)- (5)
p=1

Extending the results of [3], which derive the equivalent shape parameter [4] of a sum of independent but
differently distributed K-distributed random variates, the equivalent shape parameter of the beam output
y(t, %) in (4) for a general ¢(t, 8,1) may be shown to be

2% [ aolt s, 0)lc(s, 0, 4) P dsdo]  [J2" aolt,0) [2, le(s,0, )2 dsdo]

~ 6
02" f_°°°° ao(t ~ s,8)|c(s, 0,%)|* ds d (;” ag(t, 0) [70 lc(s,0,v)|* dsdf ©)

&(t,9) = [

where ay(t,8) is the shape parameter of z(t,0) and the approximation is obtained by assuming that
ap(t—s, 8) varies slowly over the extent of ¢(s, 8, 1) which is approximately the multipath extent max, 7, —
ming, 7. The units of ay(t, §) may be taken as the number of scattering elements per second per radian.
Although these results are most easily derived assuming that z(t, #) is a white random process in both ¢ and
8, it is sufficient that the scattering elements be smaller than the smallest resolution cell in consideration,
defined by the smallest beamwidth of the array and largest bandwidth of the transmit waveform.

If the transmit waveform has a narrow enough bandwidth for the array steering vector to not change over
its frequency band, then a narrowband approximation to C(f,8,%) of (5) may be written as

P
C(f,8,9) = So(f) Z apbp (¥, 9)6'-3{2%!1',, (7)
p=1

where b, (1, 8) = w (1, £.)d(8, #;, f.) is the response of the beamformer pointing to ¥ at center frequency
fec to a signal arriving from the direction of the pth multipath from angle 6. The inverse Fourier transform
of C(f,8,v) is then the sum of scaled and delayed waveform autocorrelation functions, which simplifies

(6) to

&(t, ) = 1 [fu% 2:=1 ag(t — 75, 0)|apby (¥, 6)|2 d9]2 \
W T eole ety (0. O (

where it is assumed that ag(t, ) varies slowly over the length of Ry(t) (= one over the waveform band-
width W), that the waveform autocorrelation function is well approximated by a rectangular pulse of width
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1/W, and that the multipath do not interfere with each other. The last assumption implies that the band-
width is large enough to isolate each multipath. Lower bandwidths may be considered by recharacterizing
the multipath filter into a sum of orthogonal components as described in [3] resulting in a different set
of amplitudes and delays and a slight modification to (8) to account for the width of each orthogonal

component.
Evaluation of (6) and (8) for direct-path-only propagation in an isotropic scattering environment for an

horizontal line array comprising N hydrophones spaced every d meters shows that the narrowband approx-
imation for the equivalent shape parameter is accurate for bandwidths

-1

d (Zf;l wi)2 w YL v
W< | or, equivalently, —— <2-==li (9)
DAY fa (Zil w,)

where w; are the beamformer shading coefficients, c is the speed of sound, and fq = c¢/(2d) is the design
frequency of the array. The term in the brackets in the first equation of (9) may be loosely described
as the time it takes a wavefront arriving from endfire to cross the array, which is one characterization of
when a waveform is narrowband with respect to array signal processing [5]. Equation (9) also accounts for
non-uniform shading of the array, which effectively reduces the array aperture. Above these bandwidths,
the narrowband approximation first underestimates &(t,7) by up to ten percent at broadside (less than
one percent at endfire) and then overestimates &(t,1) with greater disparity as IV increases.

The result of (8), though it is for the limited case of a narrowband waveform with enough bandwidth to
resolve all multipath, is still representative of the change in &(t, ) arising from multipath propagation and
will be used in the following section to illustrate the effect of array modeling of non-Rayleigh reverberation
as opposed to beamformer output modeling in a towed-array example.

4. TOWED-ARRAY EXAMPLE

To illustrate the statistical analysis of the previous section, consider an omnidirectional source with a co-
located line array receiver with N = 16 equally spaced hydrophones with a design frequency fy = 1200
Hz and a transmit waveform center frequency f. = 1000 Hz placed at 40 m depth in a water column
100 m deep. The parameters characterizing the isovelocity soundspeed and range-independent bathymetry
environment are found in Fig. 1. Let the array be beamformed using a Hanning weighted conventional
beamformer w(v, f) = W d(%,0, f) where W = diag {w;} is a diagonal matrix containing the Hanning
weights and the elevation angle is assumed to be zero. The seafloor is assumed to produce reverberation
with a constant shape parameter ap = 0.1W180/m scattering elements per second per radian at travel
time ¢t = 10 s. The narrowband constraint of (9) dictates that W < 247 Hz, which in turn requires all
multipath to be separated by at least 4 ms for (8) to hold. For the aforementioned waveguide, the closest
multipath within 20 dB of the strongest path are separated by 4.3 ms, so the narrowband assumption is
valid and these results are valid for 234 < W < 247 Hz. i

The equivalent shape parameter of (8) for direct-path-only propagation from long range scattering (i.e.,
the elevation angle is zero) is shown in Fig. 1 and compared with that estimated from the 3-dB and
6-dB beamwidths of the beamformer which are herein defined as the total angle in degrees where the
beampattern is within the specified range of its peak value. Note that this may come from the mainlobe,
sidelobes, or grating lobes of the beampattern. The shape parameter is then estimated by the beamwidth
times 2ag/W which assumes that the seafloor only contributes at this time from the left and right az-
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imuths. For example, using the 3-dB beamwidth at broadside of 13.6 degrees results in a shape parameter
estimate = 13.6 - 2- 0.1 = 2.72 scattering elements. Each of these methods illustrates that the shape
parameter increases away from broadside to the array owing to the larger number of scattering elements
contributing to the wider beams found toward endfire until the two sides of the conical beampattern begin
to meet and reduce the total beamwidth near endfire. The ratio between the results of the array mod-
eling and a-proportional-to-beamwidth techniques is presented in Fig. 2 where it is seen that the 3-dB
beamwidth method underestimates the array-based model by 30% on average in this example. The 6-dB
beamwidth approach, which is within 4% of the array modeling result on average, provides a more accurate

approximation.

The model incorporating multipath for travel time ¢t = 10 s is also shown in Fig. 1 along with an example
of non-isotropic scattering where ag(t, 8) is varied with 8 with more Rayleigh-like scattering near sin(f) =
—0.3 and less Rayleigh-like scattering near sin(#) = 0.6. As is expected, multipath propagation results in
reverberation that is more Rayleigh-like than the direct-path response with a shape parameter nearly twenty
times larger. The effect of incorporating multipath at the array level is seen in Fig. 2 where high angle paths
near endfire are seen to contribute to beams closer to broadside to the array resulting in a smaller shape
parameter (relative to direct-path-only propagation) near endfire and a larger shape parameter slightly
closer to broadside. Near broadside, the net change is essentially constant as the higher angle paths enter
in the same beam as the lower angle paths. This effect is more pronounced at shorter travel times and less
pronounced at later travel times owing to the decreasing influence of high angle paths on reverberation as

travel time increases.
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Fig. 1: Equivalent shape parameter of CBF beam output for direct path propagation from model and pro-
portional to beamwidth and for multipath propagation with isotropic and non-isotropic scattering statistics.

5. SIMULATING ARRAY DATA

The array reverberation model described by (2) provides a means for simulating reverberation at the
hydrophone level rather than the beam output. As in [2], it is assumed that the aforementioned character-
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Fig. 2: Relative difference in equivalent shape parameter of CBF beam output between model and shape
parameter proportional to beamwidth for direct path propagation and between direct path and multipath
propagation after removal of the bulk difference at broadside.

ization of multipath is stationary over some small time span allowing a frequency domain implementation
of the filter described in (1). The array data may be formed by first simulating the seafioor response arising
from direct-path propagation to the phase center of the receiving array from angular sector 6,

xo =[x (t,0) z(t+7Ts,0) - z(t+(M-1)T,,0)7, (10)

where T, is the sampling rate of the basebanded signal and there are M time samples in the processing
block. Let the M-by-M matrix U represent the discrete Fourier transform (DFT); that is, the DFT of x4

is Xp = UHxg4 with inverse xg = UX,. By defining

P
eo(f) =Y _ ape™??Id(9, ¢y, f) (11)

p=1
and By = [ep(f1)---ea(fur)] with fi = fo + (k — 1 — M/2)/(MTs), the array data from angular sector
# may be characterized as

yeo = By diag {Xf)} uT (12)

which has row dimension N representing each hydrophone output and column dimension M representing
the data in the processing block. Approximating the integral over @ as a finite summation yields

y =dé [EL: Ey, diag { X, }} uT (13)

i=1
where 8; = (i — 1)27/L and df = 2x/L. It is recommended that L be chosen large enough to allow at
least three and preferably five or more angular sectors within the narrowest beam of the array (e.g., that
found at broadside).
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If the transmit waveform has a narrow enough bandwidth for the steering vector to remain constant over
its frequency band, then (12) simplifies to

vo = eo(fo) X5 UT = eg(fe)xg (14)
and the integration over 6 may be efficiently described as

y =doleq,(f.) - eq,(f)llxe, -+ %o,]7 . (15)

6. CONCLUSION

An array model for non-Rayleigh reverberation has been developed that accounts for ray-based propagation
in a shallow water environment, provides straightforward simulation of array data, and provides more
accurate statistical analysis of the conventional beamformer output. The statistical analysis indicated
that the K-distribution shape parameter for reverberation observed on an equi-spaced line array is well
approximated by that estimated from the 6-dB array beamwidth and illustrated that propagation effects
such as high-angle multipath arrivals can increase or decrease the shape parameter compared with direct-
path only propagation. A simplification to the modeling, analysis, and simulation was developed for
narrowband transmit waveforms along with a characterization of what bandwidths satisfy the narrowband
constraint in terms of the statistics of a conventional beamformer output from an equi-spaced line array.

The modeling and analysis presented in this paper provide the means for assessing the effect of array
beamforming on the statistics of reverberation in a shallow water environment and may lead to novel array
design methodologies or new beamforming algorithms that account for non-Rayleigh reverberation.

7. ACKNOWLEDGEMENTS

This work was sponsored by the Office of Naval Research under grant numbers N00014-02-1-0115 and
N00014-03-1-0245.

REFERENCES
[1] Abraham DA and Lyons AP. Novel physical interpretations of K-distributed reverberation. IEEE Jnl. of
Oceanic Engineering 2002; 27(4): 800-813.

[2] Abraham DA and Lyons AP. Simulating non-Rayleigh reverberation and clutter. IEEE Jnl. of Oceanic
Engineering 2004; 29(2) in press.

[3) Abraham DA, Lyons AP, and Becker KM. D. A. Abraham, A. P. Lyons, and K. M. Becker. The
effect of multipath on reverberation envelope statistics, in Proceedings of 7th European Conference on
Underwater Acoustics, Delft, The Netherlands, July 2004, in press.

[4] Abraham DA and Lyons AP. Reverberation envelope statistics and their dependence on sonar bandwidth
and scatterer size. IEEE Jnl. of Oceanic Engineering 2004; 29(1):126-137.

[5) Van Trees HL. Optimum Array Processing. John Wiley & Sons, Inc., New York, 2002.

Vol.26. Pt.5. 2004 (Sonar Signal Processing)




